Deep Neural Network based Bandwidth Enhancement of Photoacoustic Data
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Abstract. Photoacoustic (PA) signals collected at the boundary of tissue are always band-limited. A deep neural network (DNN) was proposed to enhance the bandwidth of the detected PA signal, thereby improving the quantitative accuracy of the reconstructed PA images. A least square based deconvolution method that utilizes the Tikhonov regularization framework was used for comparison with the proposed network. The proposed method was evaluated using both numerical and experimental data. The results indicate that the proposed method was capable of enhancing the bandwidth of the detected PA signal, which in turn improves the contrast recovery and quality of reconstructed PA images without adding any significant computational burden.
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Photoacoustic tomography (PAT) is a noninvasive and hybrid biomedical imaging modality that combines the merits of both optical and ultrasound imaging techniques\textsuperscript{1–5}. In this modality, a nanosecond duration short laser pulse is used to illuminate the tissue of interest. The deposited energy is absorbed by the tissue resulting in a small temperature rise in the order of milliKelvin. Subsequently, acoustic waves are generated due to thermoelastic expansion and are collected using ultrasonic transducers placed on the boundary of the tissue. The detected photoacoustic (PA) signal is used to map the initial pressure with the help of reconstruction algorithms. The initial pressure is proportional to the absorption coefficient of the tissue, assuming homogeneous fluence distribution.

The reconstruction algorithms estimate the initial pressure distribution from the measured PA signal using either analytical or model based iterative techniques\textsuperscript{6}. The performance of the reconstruction algorithms depends on the quality of PA signal. The factors that affect this performance other than signal to noise ratio are limited bandwidth (BW) of acoustic detectors\textsuperscript{7,8}. The limited bandwidth of the transducer results in the spatially invariant blurring of the reconstructed PA im-
ages. The signal received at the acoustic detectors is always band-limited. As it is unavoidable to use band-limited transducers, an additional step to restore the original PA signal will improve the quality of the reconstructed PA images. To have real-time imaging, it is also necessary that this additional step is computationally efficient.

The PA signal detected using the band-limited transducer can be simulated by convolving the original PA signal with the transducer impulse response. Previously, deconvolution algorithms were proposed to overcome the bandwidth limitation of the ultrasound transducer. These algorithms attempt to restore the original PA signal by deconvolving the detected PA signal with the transducer impulse response, which can be estimated either experimentally or can be obtained from the manufacturer. The deconvolution algorithms are in general ill-posed, necessitating the need of regularization to obtain a unique solution. Recently, a method to recover out-of-band frequencies was proposed for PA imaging. This method was based on inverse (Wiener) filtering and it requires a best estimate of the frequency response of the ultrasound transducers.

Application of deep convolutional neural network (DCNN) for natural image deconvolution was proposed recently by Xu. et. al [12], earlier to this it was applied to astronomical image reconstruction, semantic segmentation, and music classification.

In this letter, a simple deep neural network (DNN) was proposed to enhance the bandwidth of the detected PA signal, which reconstructs all frequency components. The network was trained with band-limited signal as input and output being full bandwidth signal. The enhanced/predicted acoustic (PA) signals were used as input to the analytical reconstruction algorithms like back-projection to obtain quantitatively accurate PA images. Similar framework could be applicable to ultrasound imaging (including ultrasound tomography) to enhance the bandwidth of the recorded echo signal.
The photoacoustic wave propagation is modeled using the following differential equation:\(^{6}\)

\[
\nabla^2 P(x, t) - \frac{1}{v_s^2} \frac{\partial^2 P(x, t)}{\partial t^2} = -\Gamma \frac{\partial H(x, t)}{\partial t},
\]

(1)

where \(v_s\) represents the speed of sound in the medium, \(\Gamma\) denotes the Gruneisen coefficient, and \(H(x, t)\) represents the absorbed energy per unit time per unit volume with \(x\) indicating the spatial location. The above equation (Eq. 1) can be equivalently written as:

\[
\nabla^2 P(x, t) - \frac{1}{v_s^2} \frac{\partial^2 P(x, t)}{\partial t^2} = 0,
\]

(2)

with initial conditions \(\frac{\partial P}{\partial t}|_{t=0} = 0\) and \(P|_{t=0} = \Gamma H(x)\). The acoustic wave equation can be discretized as a linear system of equations reducing to a matrix form as\(^{16,17}\)

\[
AP_0 = b,
\]

(3)

with the system matrix \(A\) containing the impulse responses of all the pixels in the imaging grid, \(P_0\) indicates the initial pressure distribution, and \(b\) is the band-limited PA data collected by the transducers. Typically, Green’s function approach is deployed to measure the impulse response for its computational efficiency.\(^{18}\) The back-projection (analytical) type image reconstruction scheme becomes\(^{16,17}\)

\[
P_{bp} = A^T b,
\]

(4)

where \(A^T\) indicate the transpose of the matrix. The acquired PA signal in the presence of noise
can be written as

\[ b = \bar{b} \ast h + noise, \quad (5) \]

where \( \bar{b} \) denotes the original PA signal and \( h \) indicates the impulse response of the transducer. A least square deconvolution with Tikhonov regularization was proposed earlier to remove the effect due to finite bandwidth of the transducer.\(^9\) Equation 5 can be rewritten as

\[ b = H\bar{b} + n, \quad (6) \]

where \( H \) is the circulant convolution matrix formed from \( h \). The original PA signal can be obtained by minimizing the cost function given as

\[ C(\bar{b}) = ||b - H\bar{b}||^2 + \lambda||\bar{b}||^2, \quad (7) \]

with \( \lambda \) being the regularization parameter. The minimum for the cost function is obtained by equating the gradient of Eq. 7 to zero,

\[ H^Tb = H^T H\bar{b}_{Tik} + \lambda\bar{b}_{Tik}, \quad (8) \]

where \( T \) indicates the transpose of a matrix and \( \bar{b}_{Tik} \) is a least square deconvoluted signal. Equation 8 can be written in time domain as

\[ h[-n] \ast b[n] = h[-n] \ast h[n] \ast \bar{b}_{Tik}[n] + \lambda\bar{b}_{Tik}[n], \quad (9) \]
where \( n \) denotes the time index. In frequency domain, Eq. 9 becomes

\[
\text{conj}(H)B = \text{conj}(H)H\bar{B}_{Tik} + \lambda\bar{B}_{Tik},
\]  

(10)

where \( B \) represents the Fourier transformed version of \( b \). \( \bar{B}_{Tik} \) from Eq. 10 is evaluated as

\[
\bar{B}_{Tik} = \frac{\text{conj}(H)B}{\text{conj}(H)H + \lambda}.
\]  

(11)

The time domain signal \( \bar{b}_{Tik} \), can be obtained by applying inverse Fourier transform to \( \bar{B}_{Tik} \). The corrected PA signal \( \bar{b}_{Tik} \) is then used for image reconstruction using Eq. 4.

Fig 1 The neural network architecture listing the layers utilized in the proposed deep neural network. The network takes band-limited signal as input and predicts full bandwidth signal. FC – Fully Connected. ReLU – Rectified Linear Unit.

Recently, deep learning has been proven as a promising technique for many visual recognition tasks.\(^{19,20}\) Deep learning based improvements to medical imaging has been discussed widely and known to have huge potential especially in enhancing the raw data.\(^{21}\) The deep feedforward neural networks, extract the features through the cascade of several nonlinear activation functions (Fig. 5).
1). As the enhancement of bandwidth of the collected boundary data can be seen as extrapolation of a nonlinear function, the approach followed in this work is to utilize the deep neural network in predicting the missing frequencies. This inturn removes the effect of finite bandwidth of transducers. The idea of the proposed network is to formulate the deconvolution process as a nonlinear regression.

The input to the network is a band-limited signal $x = (x_1, x_2, ..., x_N)$ and the output is a full bandwidth signal $y = (y_1, y_2, ..., y_N)$ where $x_i, y_i \in \mathbb{R}$. Given a training dataset $(x_i, y_i)_{i=1}^N$, our goal is to determine a non-linear function $\phi$ that can effectively map between the input band-limited signal $x$ and the output full bandwidth signal $y$: $y = \phi(x)$. The network architecture was shown in Fig. 1. The proposed network contains 5 fully connected (FC) layers, one being the input layer other being the output layer and the rest three are hidden layers. Our network architecture is similar to the decoder network. Note that the encoder decoder network was proven to be efficient in the deep learning literature and has been applied in many scenarios like predicting the missing data. The first and third hidden layers ($h_1$ and $h_3$ in Fig. 1) is designed with 768 ($512 + \frac{512}{2}$) nodes, i.e, by increasing the original number of nodes by 50 %. The second hidden layer ($h_2$ in Fig. 1) contains 256 ($\frac{512}{2}$) nodes, i.e., considering half of the original nodes. The $k$-th layer of the network evaluates: $h_k = f(W_k h_{k-1} + b_k)$, where $h_k$ indicates the $k$-th hidden layer, $f$ is the activation function, $W_k$ represents the matrix of trainable weights, and $b_k$ is a vector of trainable biases. The activation function utilized in this network except for the last layer (as it is a regression problem) is rectified linear unit (ReLU). It should be noted that ReLU’s are computationally efficient as they do not require to compute any exponentiation and division.

The network was trained with mean squared error (MSE) as a loss function. The MSE can be
written as

\[ MSE = \frac{1}{N} \sum_{i=1}^{N} ||\hat{y}_i - \phi(x_i)||^2, \]  

(12)

where \(\hat{y}_i\) represents the predictions of the model on the training set. The optimal weights for the network are determined in such a way that the MSE reduces by observing a training set \((x_i, y_i)\). In other words, the goal of training is to learn the model parameters weights and biases by minimizing MSE (cost function), which measures the discrepancy between the target (expected) and the predicted output. An efficient ADAM optimization algorithm\(^{24}\) that optimizes stochastic objective functions was used to find the optimal weights. It combines the merits of AdaGrad\(^{25}\) which is efficient for sparse gradients and RMSProp\(^{26}\) known to be efficient for non-stationary objectives. Note that this method only requires evaluation of first-order gradients.

A computational grid of dimension 100 mm \(\times\) 100 mm containing 1000 \(\times\) 1000 pixels was considered. The data was generated for the objects of size 400 \(\times\) 400. Hundred point detectors of center frequency 2.25 MHz and 70% bandwidth were placed around the tissue surface equidistantly on a circle of radius 37.02 mm. The data was recorded for a sampling frequency of 12.5 MHz with a total of 512 time steps. The medium was assumed to be homogeneous with uniform speed of sound as 1500 m/s and with no absorption and dispersion.

The proposed model is also validated using the experimental data. The schematic representation of the PAT imaging system used for performing the experiment is shown in Fig. 1(e) of Ref. 27. A Q-switched Nd:YAG laser (Continuum, Surelite Ex) delivering laser pulses of 532 nm wavelength of 5 ns duration at 10 Hz repetition rate was used. Four right-angle uncoated prisms (PS911, Thorlabs) and one uncoated planoconcave lens (LC1715, Thorlabs) were used to incident laser energy of density \(\sim 9\) mJ/cm\(^2\) (< 20 mJ/cm\(^2\) : ANSI safety limit\(^{28}\)) on the phantom. A trian-
gular shaped horse hair phantom (side-length of hair: 10 mm and diameter of hair: 0.15 mm) data was collected at 100 locations around the sample using an ultrasound transducer (Olympus NDT, V306-SU) of 2.25 MHz center frequency with 13 mm diameter active area and 70% bandwidth. Another experimental phantom, circular in shape, made using low density polyethylene (LDPE) tubes (5 mm inner diameter) filled with black Indian ink was also utilized to evaluate the proposed method. The tubes were placed at 0 and 15 mm from the scanning center and affixed at the bottom of the acrylic slab. The detected PA signals were first amplified and filtered using a pulse amplifier (Olympus-NDT, 5072PR) and then recorded using a data acquisition (DAQ) card (GaGe, compuscope 4227) inside a desktop (Intel Xeon 3.7 GHz 64-bit processor, 16 GB RAM, running windows 10 operating system). A TTL sync signal from the laser was used to synchronize the data acquisition with laser illumination. The original data was collected at a sampling frequency of 25 MHz containing 1024 time points and simulations were performed at a sampling frequency of 12.5 MHz as the original data was subsampled to 512 time points. Figures of merit, such as Pearson’s correlation coefficient (PC), contrast to noise ratio (CNR), and signal to noise ratio (SNR) were used to quantitatively show the improvement obtained from the proposed method and are defined in Refs. [17, 27].

For training of the network, numerical breast phantoms29 were used to obtain 286300 (generated using 2863 phantoms, obtained via considering two-dimensional slices in the Z-direction of these breast phantoms, with 100 detector positions for each slice) samples of full bandwidth and limited bandwidth PA signals. The breast phantoms were chosen for training as they provide close realization of patient anatomical structures, thus enabling realistic numerical experiments. An open source k-wave toolbox was utilized to generate the data from these phantoms.30 The network was trained for a total of 100 epochs on a batch size of 100. The validation was performed
Fig 2  Numerical phantoms used in evaluating this work: (a) Blood vessel network, (f) Derenzo phantom, and (k) PAT phantom. Reconstructed (back-projected) initial pressure images with 100 detectors using (b,g,l) full BW signal, (c,h,m) limited BW signal, (d,i,n) predicted signal from least square deconvolution method, and (e,j,o) predicted signal from the proposed deep neural network (DNN). The SNR of the data is at 40 dB.

on 1% of the training data. Keras software (https://keras.io/), with backend as Theano (http://deeplearning.net/software/theano/), which is an open source python library was utilized for training of the proposed network. The training loss in the end of 100 epochs is 2.0826e-4. All computations were performed on a Linux workstation with dual six-core Intel Xeon processor having a speed of 2.66 GHz with 64 GB RAM. To evaluate the degree of correlation between the target and the reconstructed image, PC was computed. It is given as

$$PC(P_0, P_{recon}) = \frac{cov(P_0, P_{recon})}{\sigma(P_0)\sigma(P_{recon})},$$  \hspace{1cm} (13)

where $P_0$ represents the target initial pressure distribution, $P_{recon}$ is the reconstructed initial pressure distribution, $\sigma$ is the standard deviation, and $cov$ is the covariance.

To measure the differentiability of the region of interest with respect to background, CNR was
utilized. It can be defined as

\[ CNR = \frac{\mu_{\text{roi}} - \mu_{\text{back}}}{(\sigma^2_{\text{roi}} a_{\text{roi}} + \sigma^2_{\text{back}} a_{\text{back}})^{1/2}}, \]  

(14)

where \( \mu \) and \( \sigma \) corresponds to mean and standard deviation respectively. The \( a_{\text{roi}} = \frac{A_{\text{roi}}}{A_{\text{total}}} \), where \( A_{\text{roi}} \) indicates the number of pixels with non zero initial pressure rise in the target and \( A_{\text{total}} \) is for the total number of pixels in the imaging grid, \( a_{\text{back}} = \frac{A_{\text{back}}}{A_{\text{total}}} \) with \( A_{\text{back}} \) denoting the number of pixels with zero initial pressure rise in the target.

For the experimental case, where it is not possible to determine the target initial pressure distribution, SNR was computed. It is expressed as

\[ SNR(dB) = 20 \times \log_{10} \left( \frac{S}{n} \right), \]  

(15)

with \( S \) denoting the peak-to-peak signal amplitude and \( n \) corresponds to standard deviation of noise. Three numerical phantoms (different from the training data) as shown in the first column of Fig. 2 were considered to evaluate the effectiveness of the proposed method: (a) Blood vessel network is generally used as PA numerical phantom for imaging blood vasculature, (b) Derenzo phantom containing various size circular pressure distribution, and (c) PAT phantom to simulate sharp edges. The PA time domain and frequency response plots for full BW, limited BW, predicted data from least square deconvolution technique, and predicted data from DNN were shown in Fig. 3. Figure 3(a-b) corresponds to the time domain and frequency spectrum plot for the blood vessel phantom shown in Fig. 2(a) using the transducer located at 9 o’clock position. The time domain and amplitude spectrum plots for the derenzo Fig. 2(f) and PAT phantom Fig. 2(k) for
the data collected using the same transducer were given in Fig. 3(c-d) and (e-f) respectively. The bandwidth enhancement using the proposed DNN can be observed from these plots (especially from the frequency response plots), where frequency response of the signal estimated using the proposed method was more close to full BW signal response.

Due to the limited BW of the transducers, the signal collected by the transducers is highly attenuated below 0.6 MHz and above 3.5 MHz. It can be noted that the removal of low frequencies has significant effect on the signal amplitude. It was evident that the proposed DNN was better able to predict the missing frequencies than the least square deconvolution method. In this case, originally collected photoacoustic signals are band-pass filtered, the high frequency components
are generally more attenuated. As the proposed network is formulated as a deconvolution process, which essentially recovers the high frequency components (equivalent of removing the blur), it can be noticed from Fig. 3 that the proposed DNN method was recovering higher frequency components close to expected signals compared to lower frequency components.

The reconstructed images using the full BW signal were shown in the second column of Fig. 2. The third column of Fig. 2 corresponds to the reconstructed images for limited BW signal. The reconstruction results for the data predicted using least square deconvolution method with $\lambda = 0.1$ (heuristic choice as reported in Ref. 9), were presented in fourth column of Fig. 2. The last column of Fig. 2 corresponds to the data predicted using the proposed deep neural network. The quantitative metrics for these results were given in Table 1. It was clearly evident from Fig. 2 that the analytical back-projection using band-limited signal was insufficient in recovering the original object. Previously, the model based algorithms as proposed in Ref. 17 were shown to recover the original object shape, but these methods were computationally expensive. It can be seen that the analytical reconstruction using enhanced bandwidth PA signal from DNN was able to provide atleast three times better quantitative accuracy compared to the state of the art deconvolution method. The quantitative accuracy can be determined from the initial pressure rise values as shown in target phantoms. Note that the proposed network output in the training is noiseless full BW signal, the predicted signals using the trained network will be a closer approximation to the expected noiseless signal. Thus denoising step is inherently embedded in the proposed method.

As the network was trained with blood vessel type of phantoms, the quantitative accuracy obtained from the proposed method was superior for blood vessel phantom compared to the other numerical phantoms (derenzo and PAT). Increasing the training set with wide range of phantoms can further improve the reconstruction results. Training of the proposed network took around 3
Table 1  The quantitative metrics, PC and CNR of the reconstructed images presented in Fig. 2.

<table>
<thead>
<tr>
<th>numerical experiments</th>
<th>blood vessel</th>
<th>derenzo</th>
<th>pat</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PC</td>
<td>CNR</td>
<td>PC</td>
</tr>
<tr>
<td>full BW</td>
<td>0.85</td>
<td>5.74</td>
<td>0.92</td>
</tr>
<tr>
<td>limited BW</td>
<td>0.30</td>
<td>1.14</td>
<td>0.26</td>
</tr>
<tr>
<td>least square deconvolution</td>
<td>0.38</td>
<td>1.44</td>
<td>0.36</td>
</tr>
<tr>
<td>DNN (proposed)</td>
<td>0.78</td>
<td>4.22</td>
<td>0.70</td>
</tr>
</tbody>
</table>

hours and it should be noted that the training was done only once for specific detection parameters. The training time could be further decreased (as low as 15 minutes) with utilization of general purpose graphics processing units (GPUs). The computational time for reconstructing the initial pressure distribution using back projection was 1.05 seconds. In addition, predicting the data using least square deconvolution method requires 80.58 milli seconds, whereas the proposed DNN takes 49.48 milli seconds. The proposed network was almost 1.63 times faster than the state of the art least square deconvolution method.

Fig 4  Reconstructed (back-projected) initial pressure images for horse hair phantom and ink tube phantom using (a,f) limited BW signal, (b,g) predicted signal from least square deconvolution method, and (c,h) predicted signal from the proposed deep neural network (DNN). Corresponding estimated SNR is specified at the bottom of each image. The photoacoustic signal time domain and frequency response plot for the transducer located at 9 o’clock position for (d,e) horse hair phantom (i,j) ink tube phantom.

The experimental results for the horse hair phantom data were shown in the first row of Fig. 4. The reconstructed image using the limited BW data was shown in Fig. 4(a). Figures 4(b) and (c) correspond to the reconstructed images for the data predicted using the least square deconvolution
method with $\lambda = 0.1$ and the proposed DNN respectively. Representative time domain signal and frequency response plots for the experimental horse hair phantom data were given in Fig. 4(d-e) corresponding to the results shown in Fig. 4(a-c). The results for the ink tube phantom were given in the second row of Fig. 4. The initial pressure distribution for the limited BW, predicted data from least square deconvolution, and the proposed DNN methods were shown in Fig. 4(f-h) respectively. The corresponding representative time domain signal and frequency response plots were shown in Fig. 4(i-j). The proposed DNN provides enhanced time domain response compared to its counterpart. As the initial pressure rise was unavailable for the experimental data, the SNR was computed and specified below each image. It can be seen that the proposed method was able to provide better SNR images compared to the state of the art deconvolution method. The least square deconvolution method works well in the complete data case (close to 200 detectors for experiments similar to the ones conducted here), whereas only limited data case (with only 100 detectors) was considered in this work, due to which the performance is comparatively limited.

The performance of the deep learning model is typically constrained by the quality of the training data. Deep learning techniques perform better with large amounts of data. It was shown in the literature that maintaining diversity among the training samples can have significant effect on the outcome of the training. For the proposed method to provide best performance, the training data distribution should include the numerical and experimental cases presented here. But, in here, even though this was not fulfilled for all cases (especially Derenzo, PAT, and experimental ink tube phantom), the model was still able to provide superior performance in terms of enhancing the bandwidth of the PA signal (as evidenced by the figures of merit reported in Table-1 and Fig. 4).

The utilization of the band-limited signals without any pre-processing in the image reconstruction procedure results in loss of quantitative accuracy. As experimentally available transducers
have only finite bandwidth, the signals that are recorded will always be band-limited. The proposed DNN helps to predict the full bandwidth signal from the band-limited signal and is proven to be effective compared to the state of the art methods. It was also shown through the numerical and experimental phantom experiments that using the predicted signals from DNN in the reconstruction procedure (back projection) results in better contrast recovery as well as improved PA image quality. In summary, as commercially available ultrasound detectors are bandwidth limited, typically having only 70% bandwidth, the proposed method can be seen as a promising pre-processing method to perform the bandwidth enhancement without adding any significant computational burden. These methods are critical for making the photoacoustic imaging more appealing for real-time imaging studies. The developed python code was provided as an open-source to the enthusiastic users.
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