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Abstract—In this paper, we re-visit an original concept of mixed audio sources, transient signals). Traditional apgines
speech coding in which the signal is separated into the car- to speech coding based on source-filter model have become
rier modulated by the signal envelope. A recently developed yqry syccessful in commercial applications for toll qualit

technique, called frequency domain linear prediction (FDLP), fi | . H thev d t f I
is applied for the efficient estimation of the envelope. The conversatonal services. However, they do not periorm we

processing in the temporal domain allows for a straightforvard ~ for mixed signals in many multimedia services. On the other
emulation of the forward temporal masking. This, combined with  hand, perceptual codecs have become useful in media cod-

an efficient non-uniform sub-band decomposition and appliation  ing applications, but are not as efficient for speech content
of noise shaping in spectral domain instead of temporal doma  Thase contradictions have recently turned into new initat

(a technique to suppress artifacts in tonal audio signals)yields o .
a codec that does not rely on the linear speech production medi of standardization organizations (3GPP, ITU-T, and MPEG),

but rather uses well accepted concept of frequency-seleeti Which are interested in developing a codec for compressing
auditory perception. As such, the codec is not only specificof mixed signals, e.g. speech and audio content.

coding speech but also well suited for coding other importah  This paper describes a coding technique that re-visits-(sim
acoustic signals such as music and mixed content. The qualit ilar to [4]), the original concept of the first speech codel [5

of the proposed codec at66 kbps is evaluated using objective h th hi . . | dulated b
and subjective quality assessments. The evaluation inditzs where the speech IS seen as a carrer signal modulated by

competitive performance with the MPEG codecs operating at itS temporal envelope. Our approach (first introduced i) [6]
similar bit-rates. differs from [4] in use of frequency domain linear predictio
Index Terms—Speech coding, audio coding, frequency domain (FDLP) [7], [8]’_ [9], [10], that allows for the approx!mam
linear prediction (FDLP), perceptual evaluation of audio quality ~Of temporal (Hilbert) envelopes of sub-band energies by an
(PEAQ). auto-regressive (AR) model. Unlike temporal noise shaping

(TNS) [7], which also uses FDLP and forms a part of the
MPEG-2/4 AAC codec, where FDLP is applied to solve
problems with transient attacks (impulses), the proposeéc
Modern speech coding algorithms are based on souregaploys FDLP to approximate relatively long (hundreds of
filter model, wherein the model parameters are extractedjusimilliseconds) segments of Hilbert envelopes in individual
linear prediction principles applied in temporal domaif. [1frequency sub-bands. Another approach, described in [11],
Most popular audio coding algorithms are based on exptpitiexploits FDLP for sinusoidal audio coding using short-term
psychoacoustic models in the spectral domain [2], [3]. ia thsegments.
work, we explore signal processing methods to code speeciThe goal is to develop a novel wide-band (WB)-FDLP audio
and audio signals in a unified approach. coding system that would explore new potentials in encoding
In traditional applications of speech coding ( i.e., for €commixed input including speech and audio by taking into actoun
versational services), the algorithmic delay of the codec relatively long acoustic context directly in the initialegt of
one of the most critical variables. However, there are mameycoding the input signal. Due to this acoustic context, the
services, such as downloading the audio files, voice mesgagiproposed coding technique is intended to be exploited ir non
or push-to-talk communications, where the issue of the codateractive audio services. Unlike interactive audio smy
delay is much less critical. This allows for a whole set afuch as VoIP or interactive games, the real-time consgraint
different coding techniques that could be more effectivanth for the proposed codec are not stringent.
the conventional short-term frame based coding techniques The paper is organized as follows: Section Il discusses
Due to the development of new audio services, there hamdamental aspects of the FDLP technique. Section Ill men-
been a need for new audio compression techniques whi@mns initial attempts to exploit FDLP for narrow-band splee
would provide sufficient generality, i.e., the ability tooede coding. Section IV describes the WB-FDLP audio codec in
any kind of the input signal (speech, music, signals witheneral and Section V gives the detailed description of the

I. INTRODUCTION



major blocks in the codec. Objective quality evaluationthef summarizes the temporal evolution of the signal over hutglre
individual blocks are given in Section VI. Section VIl prdeis of milliseconds. Figure 1 shows an example of speech signal,
subjective quality assessment of the proposed codec cechpars Hilbert envelope (obtained using the technique based on
with state-of-the-art MPEG audio codecs. Section VIII cordiscrete Fourier transform [9]) and AR model estimated by
tains discussions and summarizes important aspects. FDLP.

Il. FREQUENCY DOMAIN LINEAR PREDICTION(FDLP) A. Envelope Estimation

Inertia of the human vocal tract organs makes the modu-In this section, we describe, in detail, the approximation
lations in the speech signal to vary gradually. While shor@f temporal envelopes by AR model obtained using FDLP.
term predictability within time-spans of0 — 20 ms and To simplify the notation, we present the full-band versidn o
AR mode"ng of the Signa| have been used effective'y [12!';18 teChniqUe. The sub-band version is identical except tha
[13], there exists a longer-term predictability due to tiwer the technique is applied to the sub-band signal obtained by a
of human vocal organs and their neural control mechanisnfi§€r bank decomposition.

Therefore, the temporal evolutions of vocal tract shapes (a [N the previous section, we defined the input discrete time-
subsequently also of the short-term spectral envelopekeof flomain sequence agn) for time samples: = 0,..., N —
signal) are predictable. In terms of compression efficigitcy 1, Where N denotes the segment length. Its Fourier power
is desirable to capitalize on this predictability by prasing SPectrumP(wy) (sampled at discrete frequencies = 37 k;
longer temporal context for coding rather than processifig=0--..N —1) is given as
every short-term segments independently. While such an ap- _ Jwk |2

. ; I P(wg) = [S(e™*)F, oy
proach obviously introduces longer algorithmic delay, the
efficiency gained may justify its deployment in many evotyinwhere S(e?“r) = Z{S(n)}|zzejwk. Z{} stands for thez-
communications applications. Initial encouraging expertal transform. Let the notatioF{.} denote discrete Fourier trans-
results were achieved on very low bit-rate speech coding [6drm (DFT) which is equivalent ta-transform withz = e/«*,
and feature extraction for automatic speech recognitidi [1 It has been shown, e.g., in [20], that the conventional TDLP

In the proposed audio codec, we utilize the concept §ifs the discrete power spectrum of an all-pole mo&él;,)
linear prediction in spectral domain on sub-band signaterA to P(wy) of the input signal. Unlike TDLP, where the time-
decomposing the signal into the individual critical-bamdiv domain sequence(n) is modeled by linear prediction, FDLP
sub-bands, the sub-band signals are characterized by tlplies linear prediction on the frequency-domain represe
envelope (amplitude) and carrier (phase) modulations. FEDLtion of the sequence. In our casén) is first transformed by
is then able to exploit the predictability of slowly varyingdiscrete cosine transform (DCT). It can be shown that the DCT
amplitude modulations. Spectral representation of aonidit type | odd (DCT-lo) needs to be used [21]. DCT-lo can also
modulation in sub-bands, also called “Modulation Spegtrabe viewed as the symmetrical extensionsgf) so that a new
have been used in many engineering applications. Early wditne-domain sequencgm) is obtained . = 0,..., M — 1,
done in [15] for predicting speech intelligibility and claater- and M = 2N) and then DFT projected (i.e., relationship
izing room acoustics are now widely used in the industry [16etween the DFT and the DCT-l0). We obtain the real-valued
Recently, there has been many applications of such conceggguenceQ(wx) = F{q(m)}, wherek = 0,...,M — 1.
for robust speech recognition [17], [18], audio coding [4]Process of symmetrical extension allows to avoid problems
noise suppression [19], etc. In order to use information imith continuity at boundaries of the time signal (often edll
modulation spectrum (at important frequencies startimgnfr Gibbs-type ringing).
low range), a signal over relatively long time scales hasgo b We then estimate the frequency domain prediction error

processed. This is also the case of FDLP. E(wy) as a linear combination af(wy,) consisting ofp real
Defining the analytic signal in the sub-band agn) = prediction coefficients;

s(n) + j8(n), where 5(n) is the Hilbert transform ofs(n), »

the Hilbert envelope of(n) is defined ags,(n)|? (squared E(wi) = Q(wi) — ZbiQ(wk — w;). 2)

magnitude of the analytic signal) and the phase is repredent i=1

by instantaneous frequency, denoted by the. first deriyatiyie are found so that the squared prediction error is mini-
gf ZS“(:) (scaled byl/?”)- Ol;tefn, the term H'lbeﬁ carrzler mized [20]. In the case of TDLP, minimizing the total error
enoted asos(Zsa(n)) is used for representing the phaseg equivalent to the minimization of the integrated ratictlué

Here,n d(_enotes time s_amples_. __signal spectrumP(wy,) to its model approximatior?(wk)
As it will be shown in Section II-A, FDLP parameterizes

the Hilbert envelope of the input signal(n). FDLP can 1 ¥ 1p(wk)

be seen as a method analogous to temporal domain linear Erprp ~ N Z Plwg) ©)
prediction (TDLP) [20]. In the case of TDLP, the AR model k=0 i

approximates the power spectrum of the input signal. Thethe case of FDLP, we can interp@{wy.) as a discrete, real,
FDLP fits an AR model to the Hilbert envelope of the inputausal, stable sequence (consisting of frequency samities)
signal. Using FDLP we can adaptively capture fine tempordiscrete power spectrum will be estimated through the qaince
details with high temporal resolution. At the same time, FDLof discrete Hilbert transform relationships [22}(wy) can be




, @ As a consequence, the new model will fit dips more ac-

T T curately than the original model. This technique has been
O’WW%WMM proposed for TDLP (called spectral transform linear preaiic
T . (STLP) [24]), and we apply this scheme for FDLP.
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® ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ IIl. FDLP FOR NARROWBAND SPEECH CODING

Initial experiments aiming at narrow-band (NB) speech
. coding 8 kHz), reported in [6], suggest that FDLP applied on
0 % 100 S0 2000 20 300 30 40 450 500 %0 long temporal segments and excited with white noise signal
provides a highly intelligible speech, but with whispekeli
quality without any voicing at bit-rates belowkbps. In these
experiments, the input speech was split into non-overtappi
% s w0 o 200 20 30 a0 40 a0 500 550 segments (hundreds of milliseconds long). Then, each seigme
e was processed by DCT and partitioned into unequal frequency
sub-segments to obtain critical band-sized sub-bands.PFDL
Fig. 1. lllustration of the AR modeling property of FDLP: (a)portion of ~ gpproximation was applied on each sub-band by carrying out
Is:%ellegh signal, (b) its Hilbert envelope, and (c) all-poledeimbtained using auto-correlation linear prediction (LP) analysis on thé-su
segments of DCT transformed signals, yielding line spéctra
pair (LSP) descriptors of FDLP models. Resulting AR models
expressed as the sum@f (wy,) andQ°(wy,), denoting an even approximate the Hilbert envelopes in critical band-sizeld-s

x10° ©
. . . . .

sequence and an odd sequence, respectively; (Hug) = bands.
Q°(wk) + Q°(wy). Its Fourier transform In case of very low bit-rate speech coding ( kbps), a
. frequency decomposition inté5 sub-bands was performed
— _ 4R I
p(m) = F{Q(wr)} = ¢"(m) + jo' (m), (4) for every 1000ms long input segment. In each sub-band, the
where R and I stand for real and imaginary parts ¢fm), FDLP model of order o0 was estimated. FDLP sub-band
respectively. It has been shown (e.g., [22]) thdt(m) = residuals (these signals represent sub-band Hilbertecarri

F{Q*(w)} ande’ (m) = F{Q°(wy)}. By taking the Fourier for the sub-band FDLP encoded Hilbert envelopes) were
transform Oer(u}k), the Origina' Sequenc@(m) is obtained substituted by white noise with uniform distribution. Sua
algorithm provided subjectively much more natural sighakt
F{Q%(wk)} = ¢"(m) = Cq(m). (5) LPC10 standard (utilizing TDLP with order model equalltb

C stands for a constant. The relations betwé?a{‘@e(wk)} estimated everyOms) 9pe_rating at tw_ice highgr bit—ra}tes [6].
and F{Q°(wy)}, called the Kramers-Kronig relations, are For NB speech applications operatingsatHz input signal,
given by the discrete Hilbert transform (partial derivagwof € Sub-band residuals were split into equal length péytial

real and imaginary parts of an analytic function [23]), thus (5% - to avoid transient noise) overlapping segments. Each
segment was heterodyned to DC range and Fourier trans-

p(m) = ¢"(m) + jo' (m) = C(q(m) + jH{q(m)}), (6) formed to yield spectral components of low-passed sub-band
residuals. Commensurate number of spectral components in

. : 5 .
qurg{[ﬁ{ﬁ.lsta{'ds fc|>r Hilbert tratjnsformfa:uqub(fntw ails | each sub-band was selected (using psychoacoustic modkl) an
called the Hilbert envelope (squared magnitude of the aialy, eir parameters were vector quantized. In the decoder, the

signal¢(mm)). Prediction error is proportional to the integratetglljb_band residuals were reconstructed and modulated with
ratio of |¢(m)|? and its FDLP approximatior?(m)

corresponding FDLP envelope. Individual DCT contribusion

1 Mol 2 from each critical sub-band were summed and inverse DCT
ErprLp ~ — Z [60m) : (7) was applied to reconstruct output signal [25]
M ~—~ A2Z(m) :
A%(m) stands for squared magnitude frequency response of IV. FROM NB TO WB-FDLP AUDIO CODEC

the all-pole model. Equation 7 can be interpreted in such athe first experiment towards wide-band (WB)-FDLP audio
way that_the FDLP aII-poI_e model fit_s Hilbert envelope of th%oding @8 kHz input signal) was motivated by the structure
symmetrically extended time-domain sequen¢e). FDLP  of the NB-FDLP speech codec operatingSdtHz. The initial
models the time-domain envelope in the same way as TDlﬁ_Féquency sub-band decomposition based on weighting of
models the spectral envelope. Therefore, the same preperthcT transformed signal was extended (by adding more critica
appear, such as accurate modeling of peaks rather than d'Qﬁb—bandS) to encode wide-band input [26].

Further, the Hilbert envelopgd(m)|* is available and can | [27], a more efficient FDLP based version for WB audio
be modified (before applying linear prediction). Thus, €.Geoding was introduced. Initial critical bandwidth sub-Han

. . 1 .
compressingg(m)|* by a root function|.|* turns Equation 7 gecomposition was replaced by quadrature mirror filter (QMF

into M1 N bank. Then, FDLP was applied directly on QMF sub-band
EppLp ~ 1 Z [6(m)[~ _ (8) signals. Similar to the previous schemes, the sub-band FDLP
M = A% (m) residuals (the carrier signals for the FDLP-encoded Hilber
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Fig. 2. Graphical scheme of the WB-FDLP encoder. Fig. 3. Graphical scheme of the WB-FDLP decoder.

envelope) were further processed (more detailed desmmijti 2ccurately whereas the higher sub-bands exploit altemnati
given in the following Section IV-A). This WB-FDLP audio techniques to reduce the overall bit-rates. More spedifical
coding approach exploiting QMF bank decomposition servese Magnitudes: Since a full-search VQ in this high di-
as a simplified version (base-line system) of the current WB- mensional space would be computationally demanding,
FDLP audio codec. split VQ approach is employed. Although the split VQ
The WB-FDLP approach is further improved by several approach is suboptimal, it reduces computational com-
additional blocks, described later, to operatesétkbps for plexity and memory requirements to manageable limits
audio signals sampled a8 kHz. The encoder and decoder  without severely affecting the VQ performance. We di-
sides are described in the following sections. vide the input vector of spectral magnitudes into separate
partitions of a lower dimension. Dimension of individual
partitions varies with the frequency sub-band. In sub-
bands1 — 10, the input vector of spectral magnitudes
The block diagram of the WB-FDLP encoder is shown in is split into 26 partitions (minimum codebook length is
Figure 2. On the encoder side, the full-band input signal is 3). Spectral magnitudes in higher sub-bands are quantized
decomposed into QMF sub-bands. In each sub-band, FDLP less accurately, i.e., the VQ codebook lengths increase.

A. Encoder

technique is applied to approximate relatively long tenapor
sub-band envelopesl(00 ms). Resulting line spectral fre-

guencies (LSFs) [28] approximating the sub-band temporale

envelopes are quantized using split vector quantizatid@)(V

and selected codebook indices are transmitted to the decode

Order of AR models is equal td0. This number is a result

In overall, the VQ codebooks are trained (on a large audio
database) for each partition using the LBG algorithm.

Phases: The distribution of the phase spectral compo-
nents was found to be approximately uniform (having
a high entropy). Their correlation across time is not
significant. Hence a uniform SQ is employed for encoding

obtained from optimization experiments, not reported here the phase spectral components. The SQ resolution varies

The codebook used to quantize LSFs is trained across all QMF from 3 to 5 bits, depending on the energy levels given by

sub-bands using a set of audio-samples different from those the corresponding spectral magnitudes, and is performed

used for objective and subjective quality evaluations. by a technique called dynamic phase quantization (DPQ).
LSFs are restored back at the encoder side and resulting DPQ is described in details in Section V-B.

AR model computed from quantized parameters is used toTo reduce bit-rates, we apply an additional block, namely
derive FDLP sub-band residuals (analysis-by-syntheBisg  temporal masking (TM) which, together with DPQ, can effi-
to this operation, the quantization noise present in the suflently control process of quantization. This block is dised
band temporal envelopes does not influence the reconsdrugigSection V-E. Furthermore, a technique called spectrieno
signal quality. shaping (SNS, Section V-D) is applied for improving the
The sub-band FDLP residuals are derived by filtering thguality of tonal signals by applying a TDLP filter prior to
sub-band signal by the inverse FDLP filter. In order to takée FDLP processing. Detection of tonality followed by SNS

into account non-stationarity of the Hilbert carrier, FDLRs performed in each frequency sub-band independently.
residuals are split int@10 ms long sub-segments with0

ms overlap. This ensures smooth transitions when the sub-

segments of the residual signal are concatenated in theldeco>: Decoder

Each sub-segment is transformed into DFT domain. MagnitudeThe block diagram of the WB-FDLP decoder is shown
spectral parameters are quantized using VQ. Phase spedtraFigure 3. On the decoder side, sub-band residuals are
components of sub-band residuals are scalar quantized lf8Q)econstructed by inverse quantization and are then maztllat
general, the number of levels in quantization differs fdfedi by temporal envelope given by FDLP model. FDLP model
ent sub-bands. Lower frequency sub-bands are quantizesl muarameters are obtained from quantized LSFs.



More specifically, the transmitted VQ codebook indices are
used to select appropriate codebook vectors for the maimitu
spectral component810 ms segments of the sub-band residu-
als are restored in the time domain from its spectral magdaitu 10
and phase information. Overlap-add (OLA) technique is ap-
plied to obtain1000 ms sub-band residuals, which are then
modulated by the FDLP envelope to obtain the reconstructed
sub-band signal.

An additional step of bit-rate reduction is performed on the -25
decoder side (see Section V-C). FDLP residuals in frequency
sub-bands abové2 kHz are not transmitted, but they are AN Y 4 S B N | S

B B . 100 200 300 400 500 600 700 800 900 1000
substituted by white noise at the decoder. Subsequendlgeth ——>F[H]

residuals are modulated by corresponding sub-band FDLP

envelopes Fig. 4. Magnitude frequency response of first four QMF bartlersil (filter
. ) L . length N = 99).

Finally, a block of QMF synthesis is applied on the re-

constructed sub-band signals to produce the output fulttba
signal.

bands. Furthermore, non-uniform QMF decomposition fits

well into the perceptual audio coding scheme, where psy-
V. INDIVIDUAL BLOCKS IN WB-FDLP AUDIO CODEC choacoustic models traditionally work in non-uniform fical)
This section describes, in detail, the major blocks employsub-bands.

in WB-FDLP audio codec mentioned in Section V.

B. Dynamic phase quantization (DPQ)

A. Non-uniform sub-band decomposition To reduce bit-rate for representing phase spectral compo-

The original sub-band decomposition in NB-FDLP speednts of the sub-band FDLP residuals, we perform DPQ.
codec was based on weighting of DCT sequence estimaigflg can be seen as a special case of magnitude-phase polar
from long-term full-band input signal by set of Gauss'aﬂuantization applied to audio coding [31].
windows [6]. I_n ord_er to obtain no_n-u_niform _frequency s_ub- In DPQ, graphically shown in Figure 5, phase spectral
bands, Ga.u55|an windows were dlstrlbuted in a ”On'un'foréﬁmponents corresponding to relatively low magnitude spec
way following the Bark warping function tral components are transmitted with lower resolution,, i.e

2 = 6sinh~1(f/600), (9) the codebook vector selected from the magnitude codebook

is processed by “adaptive thresholding” in the encoder as

where f and z are frequency axes in Hertz and in barkwell as in the decoder [25]. The threshold determines the
respectively. resolution of quantization levels in uniform SQ. The thi@sh

A higher efficiency is achieved by replacing the origingk dynamically adapted to meet a required number of phase
sub-band decomposition by non-uniform QMF bank [29pectral components for a given resolution. For frequenby s
QMF provides the sub-band sequences which form a criticaljand belowt kHz, phase spectral components corresponding
sampled and maximally decimated signal representatien (ito the highest magnitudes are quantized wittbits, those
the number of sub-band samples is equal to the numberc@iresponding to the lowest are quantized wittbits. For
input samples). In non-uniform QMF, the input audio (sardplefrequency sub-bands aboxekHz, the highest resolution i§
at 48 kHz) is split into 1000 ms long frames. Each framepjts.
is decomposed intd32 non-uniform sub-bands. An initial  As DPQ follows an analysis-by-synthesis (AbS) scheme,
decomposition with a 6 stage tree-structured uniform QMg side information needs to be transmitted. This means that
analySiS glve$)'4 Uniformly Spaced sub-bands. A non-uniforn'frequency positions of the phase Components being dynam-
QMF decomposition into 32 frequency sub-bands is obtaingg|ly quantized using different resolution do not have to
by merging these64 uniform QMF sub-bands [30]. This pe transmitted. Such information is available at the decode

tying operation is motivated by critical band decompositiio  side due to the perfect (lossless) reconstruction of madait
the human auditory system. This means that more sub-baggeponents processed by AbS scheme.

at higher frequencies are merged together while maintainin
perfect reconstruction. Magnitude frequency responsdissbf . ) o
four QMF filters are given in Figure 4. C. White noise substitution

Unlike NB-FDLP coder, DCT is applied on thB)00 ms The detailed analysis of sub-band FDLP residuals shows
long sub-band signal to obtain AR model in a given QMEhat FDLP residuals from low frequency sub-bands resemble
sub-band. STLP technique (introduced in Equation 8) is use¥ modulated signals. However, in high frequency sub-bands
to control the fit of AR model. the FDLP residuals have properties of white noise. Accardin

Such non-uniform QMF decomposition provides good conte these findings, we substitute FDLP residuals in frequency
promise between fine spectral resolution for low frequensyb-bands abovE2 kHz (last3 bands) by white noise gener-
sub-bands and smaller number of FDLP parameters for higlaed at the decoder side. These white noise residuals are the
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time/frequency uncertainty principle [32] and can cause-p
echo” artifacts (i.e. a short noise-like event precedinggaa
onset) which can be easily perceived. TNS represents one
solution to overcome this problem by shaping the quantimati
noise in the time domain according to the input transient.
The proposed WB-FDLP audio codec exploits SNS tech-
nigue to overcome problems in encoding tonal signals [33]. |
is based on the fact that tonal signals are highly predietabl
the time domain. If a sub-band signal is found to be tonal, it

1 1 1
150 225 300

o
~
a

375

-==>time [ms|

——>s

100 150 200

Fig. 5. Time-frequency characteristics obtained from aloamy selected
audio example: (a)l000 ms segment of the Hilbert envelope (estimate
from the squared magnitude of an analytic signal) computedtte 3rd
QMF sub-band, and its FDLP approximation. (b) Magnituderfeswspectral
components of the200 ms sub-segment of the sub-band FDLP residual
signal and its reconstructed version, adaptive threshiod®PQ (5, 4 bits)
are also shown. (c) Phase Fourier spectral components diOhens sub-

Jds analyzed using TDLP [20] and the residual of this operatio
is processed with the FDLP codec. At the decoder, the output
of the FDLP codec is filtered by the inverse TDLP filter.
Since the inverse TDLP (AR) filter follows the spectral
impulses for tonal signals, it shapes the quantizationenois

segment of the sub-band FDLP residual signal and its rezmtet version. according to the input signal. General scheme of SNS module

(d) Original 200 ms sub-segment of the sub-band FDLP residual signal and
its reconstructed version. €

mployed in WB-FDLP codec is given in Figure 6. SNS

module consists of two blocks:

modulated by corresponding sub-band FDLP envelopes. White.
noise substitution of high sub-band residuals has a minimum
impact on the quality of reconstructed audio (even for tonal
signals) while providing a significant bit-rate reduction.

D. Spectral noise shaping (SNS)

The FDLP codec is most suitable to encode signals, such as
glockenspiel, having impulsive temporal content, i.egnails
whose sub-band instantaneous energies can be charagterize
by an AR model. Therefore, FDLP is robust to “pre-echo” [7],
[26] (i.e., quantization noise is spread before the onsetisen
signal and may even exceed the original signal components
in level during certain time intervals). However, for siggia
having impulsive spectral content, such as tonal sign&&FA-
modeling approach is not appropriate. Here, most of thee
important signal information is present in the FDLP resldua
For such signals, the quantization error in the FDLP codec
spreads across all the frequencies around the tone. Thiksres
in significant degradation in the reconstructed signal igual

This can be seen as the dual problem to encoding transients
in the time domain, as done in many conventional codecs
such as [3]. This is efficiently solved by temporal noise
shaping (TNS) [7]. Specifically, coding artifacts arise nhai

Tonality detector (TD): TD identifies the QMF sub-band
signals which have strong tonal components. Since FDLP
performs well on non-tonal and partially tonal signals,
TD ensures that only pure tonal signals are identified.
For this purpose, global tonality detector (GTD) and local
tonality detector (LTD) measures are computed and the
tonality decision is taken based on both these measures.
GTD measure is based on the spectral flathess measure
(SFM, defined as the ratio of the geometric mean to the
arithmetic mean of the spectral magnitudes) of the full-
band signal. If the SFM is below the threshold, i.e., GTD
has identified input frame as tonal, LTD is employed.
LTD is defined based on the spectral auto-correlation
of the sub-band signal (used for estimation of FDLP
envelopes).

SNS processing: If GTD and LTD have identified a sub-
band signal to have a tonal character, such sub-band
signal is filtered through the TDLP filter followed by
FDLP model. Model orders of both models are equal to
20 as compared to a FDLP model order6ffor the non-
tonal signals. At the decoder side, inverse TDLP filtering
on the FDLP decoded signal gives the sub-band signal
back.

Improvements in reconstruction quality can be seen in

in handling transient signals (like the castanets) andhpidc Figure 7. For time-domain predicted signals, its TDLP filter

signals. Using spectral signal decomposition for quatibma has magnitude response characteristics similar to the powe
and encoding implies that a quantization error introducegpectral density (PSD) of the input signal. As an example,
in this domain will spread out in time after reconstructiofrigure 8 shows the power spectrum of a tonal sub-band signal
by the synthesis filter bank. This phenomenon is callexhd the frequency response of the TDLP filter for this sub-
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Fig. 7. Improvements in reconstruction signal quality wGNS: A portion Fig. 8. TDLP filter used for SNS: (a) Power spectrum of tonas-band
of power spectrum of (a) a tonal input signal, (b) reconseuisignal using signal, and (b) magnitude response of the inverse TDLP fitte3NS.
the WB-FDLP codec without SNS, and (c) reconstructed sigrsthg the
WB-FDLP codec with SNS.
where f is the center frequency of the sub-band in kidg,
. . L . and k, are constants. The constahtis obtained from
band signal. Since the quantization noise passes throwgh th ; :
the duration of the temporal masking and may be chosen as

inverse TDLP filter, it gets shaped in the frequency domajn ) :
according to PSD of the input signal. ai(;grlﬁf?r?.qzri]:tpg;?ir::ée;;s the absolute threshold of hearing

_ —0.8 —0.6(f—3.3)2 4
E. Temporal masking (TM) c=3.64f0% - 6.5¢ U337 L0001 (12)

A perceptual model, which performs temporal masking, To estimate the masking threshold at each sample index, we
is applied in WB-FDLP codec to reduce bit-rates. Temporabmpute a short-term dB SPL so that the signal is divided into
masking is a property of the human ear, where the soundsms overlapping frames with frame shifts bfsample.
appearing within a temporal interval of abd{0 ms after a  The assumptions made in the applied linear model, such as
signal component get masked. Such auditory masking propesinusoidal nature of the masker and signal, minimum dumatio
provides an efficient solution for quantization of a signal. of the masker300 ms), minimum duration of the signal({

By processing relatively long temporal segments in frens) may differ from real audio signal encoding conditions.
quency sub-bands, the FDLP audio codec allows for a straigfiherefore, the actual masking thresholds are much below
forward exploitation of the temporal masking, while its imthe thresholds obtained from the linear masking model. To
plementation in more conventional short-term spectra dasabtain the actual thresholds, informal listening experitae
codecs has been so far quite limited, one notable exemptigare conducted to determine the correction factors [36].
being the recently proposed wavelet-based codec [34]. These masking thresholds are then utilized in quantizieg th

The amount of forward masking is determined by thsub-band FDLP residual signals. The number of bits required
interaction of a number of factors including masker levieg t for representing the sub-band FDLP residuals is reduced in
temporal separation of the masker and the signal, frequersgcordance with TM thresholds compared to the WB-FDLP
of the masker and the signal, and duration of the maskewdec without TM. Since the sub-band signal is the product
and the signal. We exploit linear forward masking modeaif its FDLP envelope and residual (carrier), the masking
proposed in [35] to the sub-band FDLP residual signals. Motleresholds for the residual signal are obtained by sulitigct
particularly, a simple first order mathematical model, whicthe dB SPL of the envelope from that of the sub-band signal.
provides a sufficient approximation for the amount of tenaporFirst, we estimate the quantization noise present in the WB-
masking is used FDLP codec without TM. If the mean of the quantization noise

(in 210 ms sub-band signal) is above the masking threshold,
M(n] = a(b —log,, At)(X[n] —¢), no bit-rate reduction is applied. If the temporal mask mean

where M is the temporal mask in dB sound pressure levls above the noise mean, then the amount of bits needed to
(SPL), X is the signal in dB SPLy is the sample indexAt encode that sub-band FDLP residual signal is reduced in such

is the time delay in msg, b and ¢ are the constants. At any® Way that the noise level becomes similar to the masking
sample point, multiple mask estimates arising from the svethreshold. o , -

previous samples are present and the maximum of it is choseA\" €xample of application TM is shown in Figure 9. We
as the mask in dB SPL at that point. The optimal values 8fOt @ region of the200 ms sub-band signal, the quantization

these parameters, as defined in [34], are as follows: noise before and after applying TM. As can be seen, in some
regions, the instantaneous quantization noise leveleptés

a=kof?+kif + ko, (11) the FDLP codec after applying TM can be slightly higher
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Fig. 9'. Applicat_ion of temporal maskir_\g (TM) to feduce thestfor 200 Fig. 10. PEAQ (ODG) scores: mean values and 95% confideneevats
ms region of a high energy sub-band S|_gnal. The figure showsaltrnpqral estimated ove27 audio recordings to evaluate individual blocks of WB-FDLP
masking threshold for a high-energy region of sub-bandadjgiuantization codec (see Section VI). We add results for MPEG-4 HE-AAC advIE-
noise for the WB-FDLP codec without TM and for the codec witkl.T MP3 codecs. PEAQ (ODG) score meanings are given in Table Il

than corresponding TM thresholds. However, the mean of thfiformly quantized using bits. Such codec operates &t0
quantization noise is smaller than the mean of TM threshol@ps [27].

over the whole200 ms long time segment. Since the infor{b) Non-uniform QMF decomposition (104 kbps): Employ-
mation regarding the number of quantization bits needs #ent of non-uniform QMF bank decomposition (Section V-A)
be transmitted to the receiver, the bit-rate reduction isedosignificantly reduces the bit-rates fron70 kbps to104 kbps

in a discretized manner. Due to that, the quantization noigghout40%), while the overall objective quality is degraded
needs to be only roughly estimated (over the whole segmepy) about0.25.

and the mean value is compared to the mean TM threshqle) Dynamic phase quantization (DPQ) (84 kbps)Employ-
Specifically, in the WB-FDLP codec, the bit-rate reductien iment of DPQ (Section V-B) provides bit-rate reduction about
done ing different levels (in which the first level corresponds( kbps (from104 to 84 kbps), while the overall objective
to no bit-rate reduction). quality is degraded by abogt1.

(d) Noise substitution (73 kbps): Subsequent white noise
substitution of high frequency sub-band FDLP residuale{Se
tion V-C) reduces the bit-rate t63 kbps (by about 1 kbps),
while the overall objective quality is degraded by abo&.

To evaluate individual blocks employed in WB-FDLP(e) Spectral noise shaping (SNS) (73 kbps)SNS block
codec, we perform quality assessment and provide achievatployed to improve encoding of highly tonal signals (Sec-
results with obtained bit-rate reductions. For the qualiigess- tion V-D) increases bit-rates B2 bps (to transmit the binary
ment, perceptual evaluation of audio quality (PEAQ) distor decision about employment of SNS in each sub-band). SNS
measure [37] is used. PEAQ measure, based on the ITWRes not affect the encoding of non-tonal signals. Overall
BS.1387 standard, estimates the perceptual degradatithe ofquality was slightly improved by abowt1 [33].
test signal with respect to the reference signal. The outputFor purpose of detailed evaluatiohadditional test signals
combines a number of model output variables (MOV's) intwith strong tonality structure, downloaded from [39], were
a single measure, the objective difference grade (ODG)scaused in the experiments. Due to the application of SNS, the
which is an impairment scale with meanings shown in Table bbjective quality of each of these recordings is improved,

PEAQ evaluations are performed @fi challenging audio as shown in Figure 11. The average objective quality score
recordings sampled a8 kHz. These audio samples form par{average PEAQ score) for these samples is improved by about
of the MPEG framework for exploration of speech and audia4.
coding [38]. They are comprised of speech, music and spedthlemporal masking (TM) (66 kbps): Final block simulates
over music recordings, and specifically mentioned in Tabletemporal masking to modify quantization levels of spectral

Mean values and 95% confidence intervals of ODG score@mponents of sub-band residuals according to perceptual
obtained by PEAQ measure for 27 audio samples are shosignificance (Section V-E). The bit-rate reduction is abdut
in Figure 10 for the various WB-FDLP codec versions: kbps for an average PEAQ degradation by abibut[36].

(a) Base-line system (170 kbps):This version of the codec

employs uniform QMF decomposition and DFT magnitudes of VII. COMPARISON WITH STATEOF-THE-ART AUDIO
sub-band residuals are quantized using split VQ. Quaidizat CODECS

of the spectral magnitudes using the split VQ allocates sbou The final version of the WB-FDLP codec operating6at

30 kbps for all the frequency sub-bands. DFT phases akbps, which employs all the blocks described and evaluated i

VI. BIT-RATE VERSUS QUALITY OF THE INDIVIDUAL
BLOCKS



test recordings

Speech chinese female, es®2, es03, louis raquih te19

Music brahms, dongwo@, es02, phil, phiZ - phi_3' - phi7, salvation, sc@3 te0d, tel?, trilogy®
Speech and musig Arirang, Green, Wedding, teing54
Speech over musiq¢ noodleking?, te16 fe49, twinkle"

TABLE |
List of 27 audio/speech recordings selected for objective qualiseasment: denotes8 recordings used in MUSHRA subjective listening téstienotess
recordings used in BS.1116 subjective listening test.

ODG Scores Quality
0 imperceptible 100 I ‘ : I
-1 perceptible but not annoying 9ok I
-2 slightly annoying
-3 annoying 8op
—4 very annoying 70k
TABLE Il £ oo
PEAQ (ODG) scores and their meanings. o
50 I
40t
0 300 I
! 20

Original LAME FDLP AAC 7kHz LP 3.5kHz LP

|
B

Fig. 12. MUSHRA results for 8 audio files with 22 listeners eded using
three codecs: WB-FDLRs6 kbps), MPEG-4 HE-AAC ¢4 kbps) and LAME-
MP3 (64 kbps). We add results for hidden reference (original) araanchors
(7 kHz low-pass filtered and.5 kHz low-pass filtered). We show mean values
and95% confidence intervals.
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|
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Fig. 11. PEAQ (ODG) scores for 5 selected tonal files encoged/B-FDLP I I
codec (at66 kbps) with and without SNS. PEAQ (ODG) score meanings ar 901 I

given in Table II.
80
70
Sections V and VI, respectively, is compared with the stdte-

the-art MPEG audio codecs. In our evaluations, the follgwir oor

Score

two codecs are considered: s0- I
1) LAME - MP3 (3.97 32bits) (MPEG 1, layer 3) &y ok
kbps [40]. Lame codec based on MPEG-1 archite
ture [2] is currently considered the best MP3 encod: 3o
at mid-high bit-rates and at variable bit-rates. 20k ‘ ‘ ‘ , ‘
2) MPEG-4 HE-AAC (V8.0.3), v1 a4 kbps [3]. The HE- Original LAME — FDLP  AAC  TkHzLP 35Kz LP

AAC coder is the combination of spectral band replica-
tion (SBR) [41] and advanced audio coding (AAC) [42Fig. 13. MUSHRA results for 8 audio files with 4 expert listesnencoded

and was standardized as high-efficiency AAC (HE-AAC'ESinQ three codecs: WB-FDLR¢ kbps), MPEG-4 HE-AAC ¢4 kbps) and
AME-MP3 (64 kbps). We add results for hidden reference (original) and

in Extension 1 of MPEG-4 Audio [43]‘ two anchors 7 kHz low-pass filtered and.5 kHz low-pass filtered). We

Objective quality evaluation results for tiy speech/audio show mean values ar@éh% confidence intervals.
files from [38] encoded by LAME-MP3 and MPEG-4 HE-
AAC codecs are also present in Figure 10.

Subjective evaluation of the proposed WB-FDLP coddbe same data. These listeners are included in the prevstus |
with respect to two state-of-the-art codecs (LAME-MP3 an@f 22 subjects.
MPEG4 HE-AAC) is carried out by MUSHRA (multiple Furthermore, in order to better understand the performsance
stimuli with hidden reference and anchor) methodologys |t bf the proposed WB-FDLP codec, we perform the BS.1116
defined by ITU-R recommendation BS.1534 [44]. We perforrmethodology of subjective evaluation [46]. BS.1116 is used
the MUSHRA tests o8 audio samples from the database [38jletect small impairments of the encoded audio comparedto th
with 22 listeners. The recordings (originals as well as encodedginal. As this subjective evaluation is time consumiogly
versions) selected for MUSHRA evaluations, specificallnmetwo coded versions (proposed WB-FDLP and MPEG-4 HE-
tioned in Table I, can be downloaded from [45]. The resul&AC) are compared. The subjective results witHisteners
of the MUSHRA tests are shown in Figure 12. In Figure 13jsing 5 speech/audio samples from the same database [38],
we also show MUSHRA test results farexpert listeners for mentioned in Table I, are shown in Figure 14.
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traditional speech codecs such as CELP, have been already
overcome by various techniques (e.g. two-stage algebraic-
I stochastic quantization scheme).

1 The fundamental technique - FDLP - used in the presented
audio codec is a frequency-domain dual of the well-known
time-domain linear prediction (TDLP). Similar to this dig|
also the other techniques exploited in the proposed codec ca
be associated to standard signal processing techniques:

« QMF: it performs frequency-domain alias cancellation.
This is a dual property to a technique called time-
domain alias cancellation (TDAC). TDAC ensures perfect
invertibility of the modified discrete cosine transform
(MDCT) used in AAC codecs.

o SNS: Unlike temporal noise shaping (TNS) employed
in AAC codecs to outperform problems with transient

Excellent F i

Perceptible, but not Annoying-

Annoying

BS.1116 scores

Annoying

Very Annoying

H. }ef. AAC H. }ef. FDLP

Fig. 14. BS.1116 results for 5 audio files with 7 listenersogled using two
codecs: WB-FDLP &6 kbps), MPEG-4 HE-AAC ¢4 kbps). We add results
for hidden reference (H. ref.) for each codec separatelyshdgev mean values
and 95% confidence intervals.

signals, SNS improves quality of highly tonal signals
compressed by the WB-FDLP codec.
TM: it is a psychoacoustic phenomenon implemented

to significantly reduce bit-rates while maintaining the
quality of the reconstructed audio. TM is often referred to
as non-simultaneous masking (part of auditory masking),
where sudden stimulus sound makes inaudible other
sounds which are present immediately preceding or fol-
lowing the stimulus. Since the effectiveness of TM lasts
approximatelyl00ms (in case of the offset attenuation),

VIIl. DISCUSSIONS AND CONCLUSIONS

A novel wide-band audio compression system for medium
bit-rates is presented. The audio codec is based on progessi
relatively long temporal segments of the input audio signal
Frequency domain linear prediction (FDLP) is applied to
exploit predictability of temporal evolution of spectralergies TM is a powerful and easily implementable technique in
in non-uniform sub-bands of the signal. This yields subéban  the FDLP codec. Frequency masking (FM) (or simulta-
residuals, which are quantized using temporal masking. The neous masking) is a dual phenomenon to TM, where a
use of FDLP ensures that fine temporal details of the signal sound is made inaudible by a “masker”, a noise of the
envelopes are captured with high temporal resolution. B&ve same duration as the original sound. FM is exploited in
additional techniques are used to reduce the final bit-Tdte. most of psychoacoustic models used by traditional audio
proposed compression system is relatively simple andtdaita codecs.
for coding both speech and music. Modern audio codecs combine some of the previously men-

Performances of the some of the individual processing stefisned dual techniques (e.g., QMF and MDT implemented
are evaluated using objective perceptual evaluation ofcaugh adaptive transform acoustic coding (ATRAC) developed
quality, standardized by ITU-R (BS.1387). Final perform@s) by Sony [48]) to improve perceptual qualities/bit-ratesieD
of the codec a66 kbps are evaluated using subjective qualityo this, we believe that there is still a potential to improve
evaluation (MUSHRA and BS.1116 standardized by ITU-R)he efficiency of the FDLP codec that has not been pursued
The subjective evaluation results suggest that the prapboset. For instance, the proposed version of the codec does not
WB-FDLP codec provides better audio quality than LAMEytilize standard entropy coding. Further, neither SNRshim t
- MP3 codec a4 kbps and produces slightly worse resultindividual sub-bands are evaluated nor signal dependemt no
compared to MPEG-4 HE-AAC standard @t kbps. uniform quantization in different frequency sub-bandsy(e.

We stress that the codec processes each frequency subdule of frequency masking discussed above) and at differe
band independently without taking into account sub-banighe instants (e.g. bit-reservoir) are employed. Inclosaf
correlations, which could further reduce the bit-rate. sThihese techniques should further reduce the required tais-ra
strategy has been pursued intentionally to ensure robasstngnd provide bit-rate scalability, which form part of ourdte
to packet losses. The drop-out of bit-packets in the praphosgork.
codec corresponds to loss of sub-band signals at the decoder
In [47], it has been shown that the degraded sub-band signals ACKNOWLEDGMENT
can be efficiently recovered from the adjacent sub-bands inThis work was partially supported by grants from ICSI
time-frequency plane which are unaffected by the channel.Berkeley, USA; the Swiss National Center of Competence
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prediction coefficients of the FDLP model are estimatedgisinute on behalf of the Swiss Federal Authorities. The authors
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