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Abstract—The spectral quality of speech signals communicated distributed under the RATS program, there is lack of synehro
over high-frequency single side band (HF-SSB) radio channels is njzation of the carrier frequency for HF-SSB transmissifam (
affected by acoustic artifacts like linear frequency transpositios. channels D and H) resulting in frequency shift [4]. Various

In this paper, we propose an approach to automatically estimate .
and correct for the frequency shift given the degraded signal approaches have been proposed in the past to enhance the

at the SSB receiver. The proposed method utilizes the harmonic frequency shifted signal. The use of the speech cepstrum to
nature of the speech signal in the voiced regions. The fundamerita determine the frequency shift is investigated in [5]. Aistatal
harmonic frequency, obtained from an autoregressive model of approach to the frequency shift estimation is developedjn [
the spectrum, is used to estimate the offset value for the curreén where a histogram matching algorithm determines the offset

frame. The offset values from the adjacent frames are pooled . S
together to provide the most likely estimate for the received value. A spectral linear prediction (SLP) method for the

signal. Various experiments are performed on frequency shifted €stimation of frequency offset has been explored in [7] and
degraded speech signals received from the HF-SSB channelthe use of the modulation spectrum for offset estimation

The enhanced speech signal is also applied for a languagehas been studied in [8]. Except for the study in [8], most
identification task (LID) where the models are trained on speech of these methods were focused on clean speech and the

data without any frequency shift. In these experiments, the f d d hen the | f . f th
proposed algorithm provides significant improvements over other performance degrades when he low frequency region or the

baseline offset estimation methods in terms of accuracy of offset SPeech spectrum is corrupted [5], which is typically theecas
estimation as well as the LID system performance (with relative in HF-SSB transmission [4].
improvements of about10-25%). In this paper, we propose an autoregressive (AR) model
Index Terms—HF-SSB Radio Communication, Frequency Off- based method for frequency offset estimation which exploit
set Estimation, Speech Enhancement, Language Identification the harmonic properties of the speech signal. When a speech
signal is frequency shifted, the fundamental harmonics in
. INTRODUCTION the voiced regions are also shifted linearly. However, the

He single side-band (SSB) approach to high frequenéﬁparation between subsequent harmonics is unchanged and
T (HF) radio communication continues to remain populépis spectral distance can be used to estimate the fundament

due to the ability to cover long distances with low poweﬁrequency. If the spectral peaks in the frequency shiftgdai

and bandwidth requirements [1]. Here, the receiver uses e identified, the difference betwegn the actual Iocatlbn_o
heterodyning procedure to convert the modulated signak ba€S€ peaks and the expected location in the baseband signal
to the baseband. If the carrier frequency at the receiigri¢  Provide likely candidates for the frequency shift estimaie-

not synchronized with the one used at the transmittg the periments are performed using HF-SSB signals present in the
SSB receiver causes a linear frequency shift in the receivi/€lopment portion of the RATS corpus [4]. We compare the

speech signal with the amount of shift equal to the diffeeen@roPOsed method with the previous approach in [7] and with

f, — f.. For speech communication, the resulting frequenépe shift estimates obtained using the fundamental freguen

shift modifies the naturalness of the speech (speaker sogindf@!ues given by the YIN method [9]. In these experiments, the
robotic) and affects the perception of gender informatizjy [ proposed AR model based shift estimation procedure previde

[3]. The frequency shift artifact causes spectro-tempdegira- significant robustness compared to other methods in terms

dation which affects the performance of automatic spee@f Shift estimation accuracy (with relative improvements o

systems like speaker and language identification. about 25%). The signal quality, objectively measured using

The development of speech systems operating on degralf¥ Perceptual evaluation of speech quality (PESQ) [10], is
speech obtained from HF communication channels has ASO Shown to improve over baseline methods. Furthermore,
ceived renewed interest owing to the DARPA Robust Autd® enhanced signal is used to improve the performance of an
matic Transcription of Speech (RATS) program [4]. In theada@utomatic language identification (LID) system.
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under the RATS program. T_he views _e_xpressed are those of theraand gec. I, we describe the proposed approach. The experimenta
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the U.S. Government. The authors would like to acknowleddpelSYaman, setup used In evaluating the proposed approach Is describe

Kyu Han, Mohamed Omar and Weizhong Zhu for help in implementirg tin Sec. 1ll. The results comparing various frequency shift

language identification system. , estimation methods are reported in Sec. IV along with the LID
S. Ganapathy and J. Pelecanos are with the IBM T.J. WatsonaR#s | . h h d h si Is. S v lud

Center, Yorktown Heights, NY, USA. (phone: +1-(914) 94®63fax +1- €SUILS using the enhanced speech signals. Sec. V concludes
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Fig. 3. Implementation of the proposed frequency shift estomaalgorithm.

including the loss of low frequency information.
o Computing the shift - Using the fundamental frequency
estimate, the likely values for the frequency shift are
estimated.
Combine the estimates- As seen in Fig. 2, the fun-
damental harmonic is time-varyingf # fo), but the
frequency shift §) is assumed constant over the speech
segment. Given the likely values for frequency shift from
multiple speech frames, we accumulate this information
over a speech segment to obtain a single shift estimate.
Note that this method of determining the frequency shift
: suffers from non-uniqueness for individual speech frames,
¥ the valued), fy + 0, ... could all be likely candidates for the
frequency shift. In the proposed approach, this ambigsty i
| | | resolved by combining estimates from multiple voiced frame
P4 to provide a single frequency shift for a given speech segmen
using a frequency binning approach.
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Fig. 1. Magnitude spectrum of a voiced speech frame for thanckgnal
(baseband) and the frequency shifted signal.
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I B. AR Model Based Frequency Shift Estimation

The block schematic of the proposed approach to shift
estimation is shown in Fig. 3. The input speech signal is
split into short-term ¢4ms) frames with50% overlap. For
each frame, normalized windowed autocorrelation estimate
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Fig. 2. Overview of the frequency shift phenomenon and iteafbn two
voiced speech frames.

Il. FREQUENCY SHIFT ESTIMATION USING AR MODELS

A. Overview

are derived [11]. These are defined as,

SN wn [mlulmlz, [m + Ku[m + k]
> o ulmlulm + k]

wherez,, denotes the signal for theth frame,u[m] denotes

the window signal and-.[n, k] denotes the autocorrelation
value for framen and lag k. The choice of normalized

Tex [N, k] =

1)

autocorrelation reduces the impact of strong formants & th

When a speech signal is frequency Qﬁset due to Fhe IaBgtimation as well as the tapering effects caused by theeshap
of synchrony between the SSB transmitter and receiver, ¢ he window function [11]. In our implementation, we use

fu.ndament.al harmo_nic frequencies present in_ the voiced eranning window.
gions are linearly shifted. However, the separation bettBe o 5 t0correlation values are used for obtaining a har-
fundamental harmonics is not modified by the SSB commy,icity value for the current frame. This harmonicity mea-

hication process as shown in Fig. 1. We propose t0 use Wige nas been used recently for voicing detection in speech

property to estimate the offset valué) (given the degraded ity detection (SAD) applications [12]. The harmotyci
signal at the SSB receiver. value is defined as,

In particular, if the baseband signal contains the funda-
mental harmonic frequencies appearingf@t2 fo, 3 fo, ..., the [
frequency shifted signal will contain the same fundamental
harmonics appearing afy + 6,2fy + 0,3fo + 0, ..., where arg max
0 denotes the unknown frequency shift. The effect of the 2ms<k<16ms

frequency shift on voiced frames of speech is outlined e choice oPms andi6ms limits the fundamental frequency
Fig. 2. Assuming that the frequency shift is constant ovej interest in the62.5 — 500Hz range. The speech frames
multiple speech frames, the following are the steps inwlve yith harmonicity values above a preset threshold are used fo
« Determining the fundamental harmonic frequency frequency shift estimation.
- An algorithm for the estimation of the fundamental The autocorrelation values are used for autoregressive (AR
harmonic frequency which is robust to frequency shiftnodel based spectral estimation [13]. The choice of linear p
as well as other distortions in degraded radio channelsction as opposed to FFT for spectral estimation is matgat

n] _ Trx [na k] § (2)

Tox [N, 0] — rou[n, K]

o =

Tox [N, K
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Segment Length] Accuracy (%) Pole Order| Accuracy (%)
32ms 68.6 20 22.2 ol
48ms 98.4 30 88.2
64ms 99.0 40 98.8 . . [ ]
80ms 98.4 50 99.0 3 28 T l 1
96ms 79.8 60 95.8 g l l
TABLE | g 2
FREQUENCY SHIFT ESTIMATION ACCURACY(%) FOR ARTIFICIALLY ]
SHIFTED SIGNALS AS A FUNCTION OF SEGMENT LENGTHMODEL ORDER 157k

OF 50) AND THE MODEL ORDER(SEGMENT LENGTH OF64MS).

! No Comp. YIN SLP Prop. Oracle
120s i 30s . 10s 100: 3s . i i . . . . .
I Fig. 5. Comparison of various frequency offset estimatiohmégues in terms

of PESQ score foil 20s recordings with the associated standard deviation of
PESQ scores.

100 100
50 50 50 50
I I I I method. We use the development portion of the DARPA
o [ 0 L . M . RATS database [4]. This database contains multiple péaralle
YN SLP Prop. " YIN' SLP Prop. TYINSLP Prop. YN SLP Proe. - recordings of a clean source signal passed through vari-

Fig. 4. Comparison of various frequency offset estimatiorhmégues in . _ . . .
terms of shift estimation accuracy (usingHz bins) for different durations ous radio transmission channel configurations. In padicul

of speech recordings. channel-D corresponds to the SSB transmission where the
by the robustness of the LP spectrum in the presence of nofge <" frequency at the receiver is not synchronized wiih t
. tr?nsmltter [4].
as well as the parametric nature of the model. The outpu The availability of parallel recordinas for h h
of the AR modeling process provides the all-pole coeffigent € availabllity ‘ot parallel recordings tor each speech
tterance enables us to measure the oracle frequency shift

which characterize the power spectrum giveh . o
{a1, a2, .. ap} P P 9 value for each recording. This is done by crosscorrelativg t

100,

by, . . .
4 spectrogram from the source recording with the correspandi
I3 (w) = G 3) SSB channel recording. The two recordings are time aligned
o |Z§j§ ape~i2mkw|2 and the “frequency lag” associated with the maximum cross-

correlation is used as the oracle reference. This is useleas t

where( denotes the gain of the LP model apdienotes the Frget value for measuring the performance of the automatic

model order. The location of the poles in the AR model rela
to the angular positions of the roots of the polynomial [13
The magnitudes of the polynomial roots indicate the shapne

of the poles. For speech frames with a considerable amoﬂ%@eters In the proposed approach. We use artificially eshift

of noise, the peaks in the AR model are less pronounced versions of the clean source signal for these experimenesavh

) : . 3 clean source recordings were frequency shiftedOby
the estimated locations of the fundamental harmonics a® I%E)sz with steps ofi5Hz. The proposed method of automatic

accurate. We apply a threshold on the pole sharpness meas% estimation is applied and the performance is measimed

. 2hift

for th he0-1000H I h f . ) o

or the roots in thel-1000Hz range to select speec rame?erms of accuracy of the binned frequency shift estimation.
Tge parameters of interest are the length of the speech frame

requency shift estimation techniques.
The first set of experiments relate to the selection of pa-

for which the harmonics can be precisely located.
Th? peak locations in the power spectrum are obtained aLTsed for frequency shift analysis and the model order used
the distance between consecutive peaks is used as a meﬁsu{gr?inear prediction. These results are reported in Tablas!
the fundamental harmonic frequency. In order to predict thse en here. the besi . i . )
) . . . . , performance is obtained with a choice of
locations of harmonics which are not present in the sgngims frames and a model order B0 poles per frame. This

(due to low pass filtering and other channel artifacts) th%oice of parameters is used for the rest of the experiments

harmonic frequencies are extrapolated in periodic inllerva\(/:vith noisv radio channel data
towards theOHz frequency value. The peak locations in the y ’
extrapolated spectrun?(fo + 6,2fy + 6,...) form multiple
candidates for the frequency shift estimate from the cuarren IV. RESULTS ONHF-SSBDATA
frame. These values are quantized withlsHz bin. This . .
. : : . In the next set of experiments, we compare the shift
process is repeated for various voiced frames in the speecq. .
L estimation performance of the proposed approach (denated a
segment (with different fundamental frequency values) thed . . ;
i ) . . . .Prop.) with two other baseline techniques,
most likely shift estimate is chosen as the frequency bin WIF . o o
frequency shift is then used in a heterodyning method ta shif ~ of frequency offset [7] o
the speech signal back to the baseband (correcting thet effec YIN method of the fundamental frequency estimation [9]
of frequency shift caused by asynchronous HF-SSB receiver) With the magnitude spectrum.
The estimation accuracy on HF-SSB data for various speech
content durations is shown in Fig. 4. For the HF-SSB data,
. EXPERIMENTAL SETUP the oracle value is obtained using autocorrelation with the
In this section, we describe the setup used for measuriogrresponding source recording¥0s duration. As seen here,
the robustness of the proposed frequency shift estimatitre estimation accuracy for all methods is notably reduced
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Fig. 6. Detection Error Tradeoff (DET) plots for various drgency offset compensation methods using tBes, 30s and10s segments of HF-SSB data.

when the duration is below0s. The proposed approach prosignal and uses an AR model based spectral envelope for

vides significant improvements in terms of estimation aacur offset estimation. Various experiments are performed tvhic

(relative improvements of up t5%) for the frequency shifted measure the estimation accuracy, enhancement quality las we

recordings obtained from the HF-SSB channel. as usefulness in a language identification task. The prdpose
In addition to the frequency estimation accuracy, we olapproach to frequency shift estimation provides significan

jectively measure the amount of signal enhancement olitairismprovements.

by addressing the frequency shift problem. Specifically, we
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V. SUMMARY

In this paper, we have proposed a method for frequency shift
estimation and correction of HF-SSB speech data. The pro-
posed method relies on the harmonic properties of the speech



