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ABSTRACT

Many state-of-the-art i-vector based voice biometric systems use lin-
ear discriminant analysis (LDA) as a post-processing stage to in-
crease the computational efficiency in the back-end via dimension-
ality reduction, as well as annihilate the undesired (noisy) directions
in the total variability subspace. The traditional approach for com-
puting the LDA transform uses parametric representations for both
intra- and inter-class scatter matrices that are based on the Gaussian
distribution assumption. However, it is known that the actual distri-
bution of i-vectors may not necessarily be Gaussian, and in particu-
lar, in the presence of noise and channel distortions. In addition, the
rank of the LDA projection (i.e., the maximum number of available
discriminant bases) is limited to the number of classes minus 1. Ac-
cordingly, language recognition tasks on noisy data that involve only
a few language classes receive limited or no benefit from the LDA
post-processing. Motivated by this observation, we present an alter-
native non-parametric discriminant analysis (NDA) technique that
measures both the within- and between-language variation on a lo-
cal basis using the nearest neighbor rule. The effectiveness of the
NDA method is evaluated in the context of noisy language recogni-
tion tasks using speech material from the DARPA Robust Automatic
Transcription of Speech (RATS) program. Experimental results indi-
cate that NDA is more effective than the traditional parametric LDA
for language recognition under noisy and channel degraded condi-
tions.

Index Terms— RATS, language recognition, nearest neighbor,
discriminant analysis, i-vector

1. INTRODUCTION

State-of-the-art language recognition systems use i-vectors [1, 2]
to represent variable-length acoustic signals in a fixed-length low-
dimensional total variability subspace. [-vectors can be conveniently
extracted from a variety of feature representations including cepstral
(e.g., MFCCs), prosodic [3], neural network bottleneck [4, 5], and
context-independent (monophones) [6] as well as context-dependent
(senones) [7, 8] phone posterior feature vectors.

The i-vector approach models both signal (i.e., language) and
noise (i.e., channel, session, etc) variabilities in the same total vari-
ability subspace, therefore an intersession compensation stage such
as linear discriminant analysis (LDA) with the Fisher criterion [9] is
typically applied on raw i-vectors to eliminate the undesired noisy
directions, thereby maximizing inter-class separation [2]. The Fisher
LDA aims at finding the most discriminative feature subset through
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a linear transformation of the original input space. Such a transfor-
mation attempts to maximize the between-class (or inter-language)
scatter while minimizing the within-class variation. Traditionally,
parametric within- and between-class scatter matrices are formed
based on the Gaussian distribution assumption for the samples
in each class. However, if the class-conditional distributions are
non-Gaussian, one cannot expect the use of such parametric forms
to result in proper feature subsets that are capable of preserving
complex structures within data needed for classification (e.g., multi-
modality). It is well known that the actual distribution of i-vectors
may not be necessarily Gaussian [10], and this assumption in partic-
ular is violated when short-duration speech recordings are collected
in the presence of noise and channel distortions [11]. Hence, despite
its popularity, the parametric LDA may not be the best choice here.

To cope with the above noted issue associated with the para-
metric nature of the scatter matrices, in the seminal work of [12], a
nearest neighbor based discriminant analysis (NDA) approach was
proposed for general two-class pattern recognition problems. It was
later extended to multi-class problems and successfully applied in
several other studies for face [13, 14] and speaker [15] recognition
tasks. The NDA measures both the within- and between-class scatter
matrices on a local basis using the k-nearest neighbor (k-NN) rule,
and unlike LDA, is generally of full rank. Note that for a C' class
(language) problem, the parametric LDA can provide at most C' — 1
discriminant features (i.e., the number of classes minus 1), which
can render LDA less effective for language recognition tasks that in-
volve only a few language categories. The non-parametric nature
of the scatter matrices in the NDA inherently results in features that
can preserve the local structure (e.g., the class boundaries) within
data which is important for classification.

Heterocedastic LDA (HLDA) [16] is yet another alternative
to LDA that removes the equal covariance constraint for class-
conditional distributions. However, it still assumes Gaussian dis-
tribution for the classes. It was shown in [17] that post-processing
i-vectors with HLDA can significantly improve the performance
for automatic accent detection. Neighborhood component analysis
(NCA) has also been studied for language recognition [2]. One
major issue with NCA is that its effectiveness is highly dependent
on an initial guess for the transformation matrix. In [2], the LDA
solution was chosen as the initial guess, however as noted previously
this can potentially limit the applicability for language recognition
tasks with small number of classes.

In this study, we investigate the application of NDA for language
recognition tasks under actual noisy and channel degraded condi-
tions using speech material from the DARPA program, Robust Auto-
matic Transcription of Speech (RATS) [18]. The RATS data consists
of HF radio quality speech recordings spoken in 5 target languages.
We conduct our language recognition experiments with a state-of-
the-art i-vector based system [4] that uses bottleneck (BN) features
extracted from a convolutional neural network (CNN) phoneme rec-
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Fig. 1. Schematic block diagram of the language recognition system with CNN bottleneck features and dimensionality reduction.

ognizer (see Fig. 1). We report on average detection cost (Cavg) as
defined by NIST for open-set language recognition evaluation (LRE)
[19]. We also explore the impact of different configuration parame-
ters for NDA (e.g., the feature dimensionality as well as the number
of neighbors in the k-NN analysis) on language recognition perfor-
mance.

2. LINEAR DISCRIMINANT ANALYSIS (LDA)

LDA is widely adopted in pattern recognition problems as a prepro-
cessing stage for feature selection and dimensionality reduction. It
computes an optimum linear projection A: R? — R"™ by maximiz-
ing the ratio of the inter-class scatter to intra-class variance:

y =A"x, (1)

where A is a rectangular matrix with n linearly independent
columns. Here, the within- and between-class scatter matrices are
used to formulate a class separability criterion which converts the
matrices into a single statistic. This statistic takes on larger values
when the between-class scatter is larger and the within-class vari-
ance is smaller. Several such class separability criteria are described
in [20], of which the following is the most widely used,

A= arg max [tr (ATSbA)} , 2)

ATS,A=I

where S and S,, denote the between- and within- class scatter ma-
trices, respectively. The optimization problem in (2) has an analyt-
ical solution that is a matrix whose columns are the n eigenvectors
corresponding to the largest eigenvalues of S;,'S,.

The within-class scatter matrix measures the scatter of samples
in each class around the expected value of that class as,

c c
Sy = ZPiE [(X — ;) (x— )" | Ci] = Zpiﬁi, 3)
P =1

where p;, p;, and 3; are the a priori probability (proportional to
the number of sessions per language category), expected value, and
covariance matrix for class 7. The between-class scatter matrix, on
the other hand, measures the scatter of class-conditional expected
values around the global mean as,

C
So=> pilp, — 1) (1, — )", “
i=1

where p is the expected value of the training samples computed as,

C
p=Ex = piu,. )
=1

There are three disadvantages associated with the parametric na-
ture of the scatter matrices in (3) and (4). First, the underlying dis-
tribution of classes is assumed to be Gaussian with a common co-
variance matrix for all classes. Therefore, the parametric LDA does
not generalize well to non-Gaussian and multi-modal (as opposed
to unimodal) distributions. Second, the rank of S is C' — 1, which
means the parametric LDA can provide at most C' — 1 discriminant
features. However, this may not be sufficient in applications such as
language recognition where the number of language classes is much
smaller than the dimensionality of the i-vectors. For instance, there
are only 6 language categories (including 5 target and one pooled im-
postor classes) in the RATS program, and LDA can at most provide a
5-dimensional discriminative feature subset that may not effectively
separate the language classes. Finally, because only the class cen-
troids are taken into account for computing Sy, in (4), the parametric
LDA may not effectively capture the boundary structure between ad-
jacent classes which is essential for classification [20].

To overcome the above noted limitations of LDA, a nearest
neighbor based discriminant analysis technique was proposed in
[12], that measures both the within- and between-class scatters on
a local basis using a nearest neighbor rule. We provide a brief
description of NDA in the next section.

3. NEAREST NEIGHBOR DISCRIMINANT ANALYSIS

To remedy the limitations identified for LDA, a nearest neighbor dis-
criminant analysis techniques was proposed in [12]. In NDA, the ex-
pected values that represent the global information about each class
are replaced with local sample averages computed based on the k-
NN of individual samples'. More specifically, in the NDA approach,
the between-class scatter matrix is defined as,

cC C N;

S =33 wi (xi - M) (xi - MP) . ©
i=1 j=1I=1
J#i

where x{ denotes the [ sample from class i, and ./\/lfj is the local

mean of k-NN samples for x; from class j which is computed as,
ij 1 = i
M} = ?;NNk(xl,yL @
where N Ny (x},7) is the k™ nearest neighbor of x} in class j. The

weighting function wlij in (6) is defined as,

wij — min {dav(X;,NNK‘(Xi,Z')) 7da(x%7NNK(x;7]))} (8)
: d(x}, NNk (x},1)) + d*(x}, NNk (x}, 7))

'In a recent work [21], an unsupervised channel adaptation method in
i-vector space was formulated based on such local sample averages.



Fig. 2. Symbolic example illustrating the parametric versus nonpara-
metric scatter between two classes. v represents the global gradient
of class centroids. The vectors {va, - - - , ¢} represent the local gra-
dients.

where o € R is a constant between zero and infinity, and d(.) de-
notes the Euclidean distance. The weighting function is introduced
in (6) to deemphasize the local gradients that are large in magnitude
to mitigate their influence on the scatter matrix. The weight parame-
ters approach 0.5 for samples near the classification boundary (e.g.,
see {v2, Vs, Vs, Ve } shown in Figure 2), while dropping off to 0 for
samples that are far from the boundary (e.g., see v4 in Figure 2).
The control parameter o determines how rapidly such decay in the
weights occurs.

The nonparametric within-class scatter matrix, éw, is computed
in a similar fashion as in (6), except the weighting function is set to
1 and the local gradients are computed within each class. The NDA
transform is then formed by calculating the eigenvectors of S;,'S,.

Three important observations can be made from a careful ex-
amination of the nonparametric between-class scatter matrix in (6).
First, notice that as the number of nearest neighbors, K, approaches
Nj, the total number of samples in class j, the local mean vector,
M, approaches the global mean of class j (i.e., #;). In this sce-
nario, if we set the weight parameters to 1, the NDA transform es-
sentially becomes the LDA projection, which means the LDA is a
special case of the more general NDA.

Second, because all the samples are taken into account for the
calculation of the nonparametric between-class scatter matrix (as op-
posed to only the class centroids), S; is generally of full rank. This
means that unlike the LDA that provides at most C' — 1 discrimi-
nant features, the NDA generally results in d-dimensional vectors
(assuming a d-dimensional input space) for the classification. As we
discussed before, this is of great importance for applications such as
language recognition where the number of classes is much smaller
than the dimensionality of the total subspace (or the input space in
general).

Finally, compared to LDA, NDA is more effective in preserving
the complex structure (i.e., local and boundary structure) within and
across different classes. As seen from the example shown in Fig-
ure 2 (where k is set to 1 for simplicity), LDA only uses the global
gradient obtained with the centroids of the two classes (i.e., v1) to
measure the between-class scatter. On the other hand, NDA uses the
local gradients (i.e., {va, - ,ve}) that are emphasized along the
boundary through the weighting function, wl” . Hence, the boundary
information becomes embedded into the resulting transformation.

4. EXPERIMENTS

This section provides a description of our experimental setup includ-
ing speech data as well as the language recognition system used in

our evaluations. We conduct our language recognition experiments
using actual noisy and channel degraded speech material available
from the DARPA RATS program, which is distributed by the LDC
[18]. The RATS data consists of newly collected as well as exist-
ing recordings extracted from found corpora (CallFriend, Fisher, and
NIST LRE) that have been retransmitted and captured over 8§ ex-
tremely degraded high-frequency (HF) radio channels, labeled A-H,
with distinct noise characteristics. The type of distortion seen in
RATS data is nonlinear (e.g., akin to clipping as well as amplitude
compression effects) and the noise is to some extent correlated with
speech. A total of three data releases are available from the LDC
for system training: LDC2011E95, LDC2011E111, LDC2012EO03,
and a DEV-2 release which we use for evaluation (LDC2012E06).
These releases contain speech spoken in five target languages: Lev-
antine Arabic, Dari, Farsi, Pashto, and Urdu, as well as 10 impos-
tor languages: Bengali, English, Japanese, Korean, Mandarin, Rus-
sian, Spanish, Tagalog, Thai, and Vietnamese. For system evalua-
tion, there are 4 duration-specific conditions: 120s, 30s, 10s, and
3s. The total number of samples for duration-specific test condi-
tions in DEV-2 set are: 1,914, 1,782, 1,715, and 1,340, respectively.
Because the original data provided for training only contains 120s
audio segments, we extract 30s, 10s, and 3s cuts from these to match
the expected duration in evaluations. This process results in a to-
tal of 82,398 segments (duration and channel balanced) for system
training.

For speech parameterization, we extract: i) 19-dimensional
power normalized cepstral coefficients (PNCC) [22] from 32 ms
frames every 10 ms using a 24-channel Gammatone filterbank
spanning the frequency range 125-3700 Hz. The first and second
temporal cepstral derivatives are also computed over a 5-frame win-
dow and appended to the static features to capture the dynamic
pattern of speech over time. This results in 57-dimensional feature
vectors. ii) 25-dimensional BN features are extracted from a CNN
based phoneme recognizer that is trained on Arabic Levantine data
provided by the LDC for the keyword spotting (KWS) task in the
RATS program.

These two feature vectors are then concatenated to form a 82-
dimensional feature representation. For non-speech frame dropping,
we employ a speech activity detector (SAD) that generates frame-
level decisions using a deep neural network framework [23]. After
dropping the non-speech frames, feature warping [24] is applied only
to the cepstral features.

We perform our experiments in the context of a state-of-the-art
i-vector based language recognition system [4]. To learn the i-vector
extractor, a language and gender-independent 1024-component
GMM-UBM with diagonal covariance matrices is trained using a
subset of the training set (43,607 recordings). The zeroth and first
order Baum-Welch statistics are then computed for each recording
and used to learn a 250-dimensional total variability subspace. After
extracting 250-dimensional i-vectors for the entire training set, we
either use LDA or NDA for inter-session variability compensation.
The dimensionality reduced i-vectors are then centered (the mean is
removed) and unit-length normalized. For scoring, SVMs with 5%
order polynomial kernels are learned using the i-vectors extracted
from the entire training set.

5. RESULTS

In this section we summarize our results obtained with the experi-
mental setup presented in Section 4. Figure 3 displays t-SNE [25]
scatter plots for i-vectors extracted from 120s cut in DEV-2 evalua-
tion set. The left panel shows the language samples (i-vectors) in the
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Fig. 3. Scatter plots of DEV-2 i-vectors (120s) for the original input space as well as LDA and NDA transformed spaces.

original input space (i.e., raw i-vectors). It can be seen that i) the dis-
tribution in this space is not Gaussian which is in line with the find-
ings presented in [11], and ii) the language classes significantly over-
lap and can benefit from a discriminative transformation. The next
two panels show scatter plots of dimensionality reduced i-vectors in
the 2-dimensional plane. It can be seen that post-processing the i-
vectors with either LDA or NDA increases class separation in the
transformed space. Both the transforms provide a good degree of
separation, however, as noted previously LDA can at most provide
5 discriminant features for language recognition on RATS. While
this might be sufficient to perform language recognition on i-vectors
extracted from longer duration cuts, it can result in degraded per-
formance for shorter duration tasks. Our hypothesis is that a larger
subspace is required to properly represent class separation informa-
tion at the backend, hence we expect NDA to perform better than
LDA, at least for shorter duration conditions (e.g., 3s).

Results of our language recognition experiments with NDA on
RATS data are summarized in Tables 1, 2, for different feature di-
mensions as well as different number of nearest neighbors, respec-
tively. For the sake of comparison, language recognition perfor-
mance is also reported with LDA and locality preserving projection
(LPP) [26] on the same tasks in Table 3 (the optimal dimensionality
of each projection technique is also shown). The results are reported
in terms of average detection cost (Cavg) for open-set language iden-
tification as defined in the NIST LRE. Several observations can be
made from the results presented in the tables. First, irrespective of
the dimensionality of the feature subspace or the number of nearest
neighbors used in computing the scatter matrices, NDA based sys-
tem consistently performs better than the baseline across the four
duration-specific conditions. Second, it is evident from Table 2 that
the number of nearest neighbors, K, can impact the performance,
and should be optimized. In practice, this is typically accomplished
using a development set. Third, NDA is more effective than both
LDA and LPP, particularly for shorter durations. Not only does LDA
provide no gain in performance for 3s test condition, it also signif-
icantly degrades the performance compared to the baseline system.
As we discussed before, the superiority of NDA is due to the non-
parametric representations for the scatter matrices that make no as-
sumption regarding the underlying class-conditional distributions. In
addition, NDA is more effective in capturing the local structure and

Table 1. System performance, Cavg x 100, with NDA (K = 9) at
different feature dimensions.

. Cavg [%]
Duration —r5—45 180 200 220 250
120s 506 571 593 588 627 636
30s 674 654 675 689 695 7.04
10s 921 877 919 961 1002 9.90
3s 1272 1275 12.88 12.51 12.69 12.83

Table 2. System performance, Cavgx 100, given the number of
nearest neighbors, K, in NDA with 200-dimensional features.

. Cavg [%]
Duration 3 5 5 9 11 3
120s 6.1 6.02 6.00 588 584 594
30s 6.97 6.90 6.95 6.89 685 6.83
10s 9.76  10.20 9.71 9.61 941 95
3s 12.66 12.62 12.71 12.51 128 12.57

Table 3. System performance, Cavgx 100, for the baseline as well
as LDA and NDA based systems. Last column shows the results for
the combination of the baseline and NDA based systems.

Duration Cavg [%] Base+
Base-250 LDA-5 LPP-200 NDA-160 || NDA
120s 6.30 5.82 6.03 5.71 5.82
30s 791 7.36 7.77 6.54 6.04
10s 10.56 9.85 9.89 8.77 8.39
3s 13.84 17.31 13.17 12.75 12.30

boundary information within and across different languages. This
can specifically benefit language recognition systems that employ
linear Gaussian models in the backend. Finally, as can be seen from
Table 3, linear score level combination of the baseline and NDA sys-
tems with equal weights, results in further gains in performance.

6. CONCLUSIONS

LDA has been widely applied to many state-of-the-art speaker and
language recognition systems for inter-session variability compensa-
tion. However, in the recent DARPA RATS evaluations, almost none
of the participants employed LDA in their language recognition sys-
tems. This is attributed to the limitations identified for the paramet-
ric scatter matrices that are formed based on class-conditional Gaus-
sian distribution assumption. In addition, the small number of lan-
guage categories in RATS limits the maximum number of discrimi-
nant bases available from LDA. We presented an alternative nearest
neighbor discriminant analysis (NDA) technique that measures both
the within- and between-language variation on a local basis using
the nearest neighbor rule. Unlike LDA, the NDA approach makes
no specific assumption regarding the underlying class-conditional
distributions. To evaluate the efficacy of NDA, we conducted lan-
guage recognition experiments using actual noisy and channel de-
graded data from the RATS program. Experimental results indicated
effectiveness of NDA against LDA for language recognition tasks. A
clear advantage of NDA over LDA is that it is generally of full rank,
making it attractive for speech applications with a limited number of
classes.
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