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http://mlsp.cs.cmu.edu/courses/fall2014/lectures/slides/class10.nmf.pdf

Least Squares for Classification

“ K-class classification problem yk(X) = WEX + wio

y(x) = W%

+ With 1-of-K hot encoding, and

least squares regression

Ep(W) = %Tr [XW - 1)" (XW - 1)}

Bishop - PRML book (Chap 3)
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Gradient Descent



Non-linear Optimization

Typical Error Surface as a
function of parameters
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Approximate Minimization

Approximate minimization

This local minimum
performs nearly as well as
the global one,

so it is an acceptable
halting point.

2 | Ideally, we would like

to arrive at the global
minimum, but this

might not be possible.
g P This local minimum performs

poorly, and should be avoided.




Approximate Minimization

Error surface close to a local optima
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Logistic Regression

# 2- class logistic regression p(Ci|o) = y(¢) =0 (W' )
+ Maximum likelihood solution V£(W) = Z(yn —tn)Pn

* K-class logistic regression  p(Cy|¢) = yi(¢) = exp(ax)

: . : . — wr L
+ Maximum likelihood solution ap = Wi Q.
N
ijE(Wl, ¢ o >WK) — Z (yn] - tnj) ¢n

n=1

Bishop - PRML book (Chap 3)



http://mlsp.cs.cmu.edu/courses/fall2014/lectures/slides/class10.nmf.pdf

Parameter Learning
Typical Error Surface as a
function of parameters
(weights)

Highly Non-linear

Error surface close to a local optima

Move to local optima




Least Squares versus Logistic Regression

i i Bishop - PRML book (Chap 4)
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Least Squares versus Logistic Regression

i i Bishop - PRML book (Chap 4)
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Underfit

@ The model is not able to capture the variability in the data (Linear
Model)

@ Both the training and testing error are high (15%,20%)

@ Try to learn a more complex model — more features, more hidden
neurons, decrease regularization

@ More data would not help

(Courtesy - Dr D. Vijayasenan, NITK)



Overfit

@ The model is capturing data as well as accidental variations (100
hidden neurons)

@ Training error is too low and testing error is too high (0%, and 16%)

@ Try to learn a simpler model — less features, less hidden neurons,
Increase regularization

@ More data would help

(Courtesy - Dr D. Vijayasenan, NITK)



Compromise

@ Reasonable training and test errors — (4%. 8%)

@ Appropriate model — capturing only the global characteristics not
details

(Courtesy - Dr D. Vijayasenan, NITK)



