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The GAN algorithm
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GANs

❖ Pros

❖ No inference required or approximations like 
negative phase of RBMs

❖ Model learns the parameters of the distribution and 
hence does not memorize data.

❖ Cons

❖ No explicit expression for the generative distribution.



Deep Learning for Text



Learning Word Representations



A simple CBOW model



Full CBOW Model



The Two-Models



The Skip Gram Model



Example given to Skip Gram



Skip Gram Model Detailed



Skip Gram Model Detailed

First Hidden Layer Output Gives word embeddings after training



Interpreting Word Embeddings

Neighbors found for the word “Sweden” 



Visualizing Word Embeddings


